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Receptors process signals from the environment 

Extracellular

Intracellular
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Ligand binds to a receptor

Intracellular Response

Ligand-receptor complex triggers signal 
pathway



Understanding receptor-ligand interactions

Ligands Receptors



Motivation Predicting receptor-ligand 
interactions

Ability to control intracellular 
behaviors

Ligands Receptors

?



Pilot assay details

~1000 
ligands

...

13 receptors

2 replicates

Olfr1440

Data from Motohiko Kadoki, Ramnik Xavier lab (Broad)



Feasibility of deep learning on small biological 
datasets

A Deep Learning Approach to Antibiotic 
Discovery

Stokes et al. 2020

Training dataset of ~2300 
molecules

Halicin



Quality score (QS) = 
µreplicates

σreplicates

Normalized 
counts 

CountsOlfr i, well j 

∑ Countswell j

=

Quality threshold = median (QScontrol chemicals  )

Normalization and quality control



Categorizing responses as binary 
Olfr1440 receptor activityBacterial inhibition (Stokes et al. 2020)



Predicting receptor activity from 
representations of chemical ligands



Classic machine learning models do not perform well on molecular 
fingerprints

0 1 0 0 0 1 0 0 0 1 0. . .

Molecular fingerprinting

1024 or 2048 bits
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Graph-based message passing neural network

Stokes et al. 2020



Given a small dataset, reducing task 
complexity is essential



Feature abstraction with variational autoencoders (deep 
neural network)
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0.3

Probability of a 
positive hit



Recent models

Automatic Chemical Design Using a 
Data-Driven Continuous 

Representation of Molecules

Gómez-Bombarelli et al. 2016

Junction Tree Variational Autoencoder 
for Molecular Graph Generation

Jin et al. 2018

Grammar Variational 
Autoencoder 

Kushner et al. 2017

Syntax-Directed Variational 
Autoencoder for Structured Data

Dai et al. 2018



Issues with existing SMILES-based models

vs

Simplified Molecular-Input Line-Entry System



Some models overemphasize molecular geometry

SH

O

GrammarVAE latent space visualization

Kushner et al. 2017



Our Approach



Our model: two-tower approach
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Two-tower architecture



Our results



Recap

Predicting receptor
 Activities with VAEs

Importance of 
receptor-ligand binding

Difficulties of model training in 
data-limited settings


