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- Markov chains with states $\varnothing, H$ and end state $H H$ to get EV of 6 .


## Modification

What about HT instead of $H H$ ?

- Answer of 4 ; intuitively less since $H T$ has no "reset."


## General question

A random string is generated by attaching either H or T to the end of the string until the substring $\qquad$ appears. What is the expected length of the final string?

- In other words, calculate the expected wait time.
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## Problem (Rubinstein-Salzedo)

A monkey hits one of 26 letters at random each second. On average, how long will it take for the monkey to type the word ABRACADABRA?

- How many outputs of length $\ell$ do not contain a word except at the end?
- What if we stop when we see any word from a set $S$ ? (e.g. $S=\{H H H H, T H H H\}$, leading to the concept of the Penney's game)
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We designate an alphabet $\mathcal{A}$ with $q$ letters.

## Example

When flipping a coin, $q=2$ and $\mathcal{A}=\{\mathrm{H}, \mathrm{T}\}$, the coin alphabet.
A word $w$ avoids $v$ if it does not contain any substring equal to $v$. We are interested in:

- words which avoid $w$, except for a single $w$ at the end; and
- words which avoid a word $w$.


## Word correlation

The autocorrelation of a word $w=w_{1} w_{2} \ldots w_{\ell}$ of length $\ell$ is a vector
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C(w, w)=\left(C_{0}, C_{1}, \ldots, C_{\ell-1}\right)
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of 0 's and 1 's, such that $C_{k}=1$ iff $w$ has period $k$, i.e. $w_{i}=w_{i+k}$.
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Similarly, we can define the correlation $C(w, v)$ between two words $w$ and $v$, even between words of different length.

## Example

Under the coin alphabet, the correlation $C$ (HTHTTH, HTTHT) is equal to ( $0,0,1,0,0,1$ ).

HTHTTH

| HTTHT | $\rightarrow 0$ |
| ---: | :--- |
| HTTHT | $\rightarrow 0$ |
| HTTH T | $\rightarrow 1$ |
| HTT HT | $\rightarrow 0$ |
| HT THT | $\rightarrow 0$ |
| H TTHT | $\rightarrow 1$ |
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The expected wait time for a word $w$ is precisely $q \cdot w L w$.

## Example

On average, it takes $2\left(2^{4-0}+2^{4-2}+2^{4-4}\right)=42$ letters to generate the string HTHTH.

## Example (Rubinstein-Salzedo)

On average, a monkey will take $26\left(26^{10}+26^{3}+1\right)=26^{11}+26^{4}+26$ letters to type ABRACADABRA.

## The Penney's game
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$$
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## Example

If Alice picks HTHT and Bob picks THTT, then Alice's chance of winning is $\frac{9}{14}$. Alice's expected wait time is 20, but Bob's is 18 .

## Best beater

## Theorem (Guibas \& Odlyzko)

If Alice picks her word $w_{A}=w(1) w(2) \ldots w(\ell)$ first, then Bob has the best odds of winning when he chooses $w_{B}=w^{*} w(1) w(2) \ldots w(\ell-1)$ for some $w^{*}$. This is a winning strategy.

## Best beater

## Theorem (Guibas \& Odlyzko)

If Alice picks her word $w_{A}=w(1) w(2) \ldots w(\ell)$ first, then Bob has the best odds of winning when he chooses $w_{B}=w^{*} w(1) w(2) \ldots w(\ell-1)$ for some $w^{*}$. This is a winning strategy.

## Example

If Alice chooses HHHH and Bob chooses THHH, then the probability Bob's word appears first is $\frac{15}{16}$.

## Best beater (pt. 2)



Figure: Directed graph of best beaters for $(q, \ell)=(2,3)$.
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## Generating function system

For a word $w$, define

- the correlation polynomial

$$
C_{v, w}(z)=C_{0}+C_{1} z+\cdots+C_{\ell-1} z^{\ell-1} .
$$

- $T_{w}(n)$ be the number of words of length $n$ avoiding $w$, except for a single $w$ at the end; and
- $A_{w}(n)$ be the number of words of length $n$ avoiding $w$.

We then define the generating functions

$$
G(z)=\sum_{n=0}^{\infty} A_{w}(n) z^{n}, \quad G_{w}(z)=\sum_{n=0}^{\infty} T_{w}(n) z^{n} .
$$

## Extended results

## Theorem (Guibas \& Odlyzko, 1978)

For a reduced set $S=\left\{w_{1}, w_{2}, \ldots, w_{k}\right\}$, the generating functions $G(z)$, $G_{w_{1}}(z), G_{w_{2}}(z), \ldots, G_{w_{k}}(z)$ satisfy the following system of linear equations:

$$
\begin{gathered}
(1-q z) G(z)+G_{w_{1}}(z)+G_{w_{2}}(z)+\cdots+G_{w_{k}}(z)=1 \\
G(z)-z^{-\ell_{1}} C_{w_{1}, w_{1}}(z) G_{w_{1}}(z)-\cdots-z^{-\ell_{k}} C_{w_{k}, w_{1}}(z) G_{w_{k}}(z)=0 \\
G(z)-z^{-\ell_{1}} C_{w_{1}, w_{2}}(z) G_{w_{1}}(z)-\cdots-z^{-\ell_{k}} C_{w_{k}, w_{2}}(z) G_{w_{k}}(z)=0 \\
\vdots \\
G(z)-z^{-\ell_{1}} C_{w_{1}, w_{k}}(z) G_{w_{1}}(z)-\cdots-z^{-\ell_{k}} C_{w_{k}, w_{k}}(z) G_{w_{k}}(z)=0
\end{gathered}
$$
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## Example

Under the alphabet $\mathcal{A}=\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ and the cyclic action, the orbit of ABC is $\{\mathrm{ABC}, \mathrm{BCA}, \mathrm{CAB}\}$ and corresponds to the pattern abc.

We can also define pattern correlation polynomials, and generating functions $G(z)$ with avoiders of $p$, and $G_{p}(z)$ for first-timers of $p$.
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$$
\mathcal{C}(p, p)=\sum_{v \in \mathcal{O}(w)} C(v, w) .
$$

- Generally, if $w^{\prime}$ is in the orbit represented by $p^{\prime}$, and $w$ in the orbit of $p$, then

$$
\mathcal{C}\left(p, p^{\prime}\right)=\sum_{v \in \mathcal{O}(w)} C\left(v, w^{\prime}\right) .
$$

- The pattern Conway leading number and correlation polynomial

$$
\begin{aligned}
p \mathcal{L} p^{\prime} & =\mathcal{C}_{0} q^{\ell-1}+\mathcal{C}_{1} q^{\ell-2}+\cdots+\mathcal{C}_{\ell-1} ; \\
\mathcal{C}_{p, p^{\prime}}(z) & =\mathcal{C}_{0}+\mathcal{C}_{1} z+\cdots+\mathcal{C}_{\ell-1} z^{\ell-1} .
\end{aligned}
$$

## How the Penney flips (pt. 2)

## Theorem

For a reduced set $S=\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ whose orbit sizes are $r_{1}, r_{2}, \ldots, r_{k}$, the generating functions $G(z), G_{p_{1}}(z), G_{p_{2}}(z), \ldots, G_{p_{k}}(z)$ satisfy the following system of linear equations:

$$
\begin{gathered}
(1-q z) G(z)+G_{p_{1}}(z)+G_{p_{2}}(z)+\cdots+G_{p_{k}}(z)=1 \\
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## Theorem

For lengths $\ell<q-\sqrt{q}$ and under the symmetric action, Alice has a winning strategy by choosing a pattern with $\ell$ distinct letters $a_{1} a_{2} \ldots a_{\ell}$.

## How the Penney flips (pt. 4)



Figure: Directed graph of Bob's best choices for $(q, \ell)=(4,4)$.
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