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Partial Differential Equations

Unsolvable?
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Deep-learning: FNNs



Physics-Informed Neural Networks (PINNs)

1. Create neural network   3. Train the network to fit the constraints
 

2. Specify training set
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Loss function:



Setback of PINNs

- Typically have a limited accuracy even with many training points
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Consider Burgers’ Equation:



gPINN
Idea: Provide additional information to the network 
through the gradient

New terms in Loss Function:
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Example additional loss terms

7

In 1D,

In 2D,



Results
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Diffusion-reaction equation

Analytic solution:
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Exact solution

PINN Prediction Absolute Error

gPINN Prediction Absolute Error



Inverse problems
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Inferring space-dependent reaction rate

Inferring whole function instead of just a constant
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gPINN + RAR
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Burgers’ Equation
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Initial training points        Error of PDE residual Absolute Error

    200 added points        Error of PDE residual Absolute Error
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Thank you!
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