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**Notation**

**General**

\( \alpha^+ \& \alpha^- \) The positive and negative parts of \( \alpha \in \mathbb{R} \) (§1.2).

\(|t|\) The integer part of \( t \in \mathbb{R} \).

\( f \mid S \) The restriction of the function \( f \) to the set \( S \).

\( \| \cdot \|_u \) The uniform (supremum) norm.

\( i \) The imaginary number \( \sqrt{-1} \).

\( o(g(t)) \) A function \( f \) for which \( \frac{f(t)}{g(t)} \) tends to 0 as \( t \) tends to a limit.

\( B_E(a,r) \) The ball of radius \( r \) around \( a \) in the metric space \( E \).

\( \hat{\Gamma} \& \overline{\Gamma} \) The interior, and closure of a subset in a topological space.

\( \langle x, \xi \rangle \) The action of \( \xi \in B^* \) on \( x \in B \).

**Sets, Functions, and Spaces**

\( \mathbb{C} \) The complex numbers.

\( \mathbb{Z} \& \mathbb{Z}^+ \) The integers and the positive integers.

\( \mathbb{N} \) The non-negative integers: \( \mathbb{N} = \{0\} \cup \mathbb{Z}^+ \).

\( \mathbb{Q} \) The set of rational numbers.

\( A^c \) The complement of the set \( A \).

\( S^{N-1} \) The unit sphere in \( \mathbb{R}^N \).

\( 1_A \) The indicator function of the set \( A \).

\( \text{sgn}(x) \) The signum function: equal to 1 if \( x \geq 0 \) and \(-1\) if \( x < 0 \).

\( C_b(E; \mathbb{R}) \) or \( C_b(E; \mathbb{C}) \) The space of bounded continuous functions from a topological space \( E \) into \( \mathbb{R} \) or \( \mathbb{C} \).

\( \mathcal{S}(\mathbb{R}^N; \mathbb{R}) \) or \( \mathcal{S}(\mathbb{R}^N; \mathbb{C}) \) The Schwartz test function space of smooth \( \mathbb{R} \) or \( \mathbb{C} \)-valued functions with rapidly decreasing derivatives.

\( C_b(E; \mathbb{R}) \) or \( C_b(E; \mathbb{C}) \) The space of bounded, continuous, \( \mathbb{R} \) or \( \mathbb{C} \)-valued functions on \( E \).

\( C^n(E; \mathbb{R}^N) \) The space of \( f : G \rightarrow \mathbb{R}^N \) with \( n \in \mathbb{N} \cup \{\infty\} \) continuous derivatives.

\( C^n_c(E; \mathbb{R}^N) \) The space of \( f \in C^n(G; \mathbb{R}^N) \) that vanish off of a compact set.

\( \mathcal{S}(\mathbb{R}^N; \mathbb{R}) \) or \( \mathcal{S}(\mathbb{R}^N; \mathbb{C}) \) The Schwartz space of smooth \( \mathbb{R} \) or \( \mathbb{C} \)-valued functions with rapidly decreasing derivatives.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a.e., (\mu))</td>
<td>To be read almost everywhere with respect to (\mu).</td>
</tr>
<tr>
<td>(\sigma(C))</td>
<td>The (\sigma)-algebra generated by (C) (§ 2.1.2).</td>
</tr>
<tr>
<td>(B_E)</td>
<td>The Borel (\sigma)-algebra (\sigma(\mathfrak{F}(E))) over (E).</td>
</tr>
<tr>
<td>(\mathcal{B}'')</td>
<td>The completion of the (\sigma)-algebra (\mathcal{B}) with respect to the measure (\mu).</td>
</tr>
<tr>
<td>(\delta_a)</td>
<td>The unit point mass at (a).</td>
</tr>
<tr>
<td>(\lambda_S)</td>
<td>Lebesgue measure on the set (S \in \mathcal{B}_{\mathbb{R}^N}).</td>
</tr>
<tr>
<td>(M_1(E))</td>
<td>Space of probability Borel measures on (E).</td>
</tr>
<tr>
<td>(\mu \ll \nu)</td>
<td>(\mu) is absolutely continuous with respect to (\nu).</td>
</tr>
<tr>
<td>(\mu \perp \nu)</td>
<td>(\mu) is singular to (\nu).</td>
</tr>
<tr>
<td>(\Phi_*,\mu)</td>
<td>The pushforward (image) of (\mu) under (\Phi).</td>
</tr>
<tr>
<td>(\int_{\Gamma} f(x) , dx)</td>
<td>Equivalent to the Lebesgue integral (\int_{\Gamma} f , d\lambda_{\mathbb{R}^N}) of (f) on (\Gamma).</td>
</tr>
<tr>
<td>(L^p(\mu;E)) or (L^p(\mu;\mathbb{C}))</td>
<td>The Lebesgue space of (E)-valued or (\mathbb{C})-valued functions (f) for which (|f|_E^p) is (\mu)-integrable.</td>
</tr>
<tr>
<td>(\langle \varphi, \mu \rangle)</td>
<td>The integral of (\varphi) with respect to (\mu).</td>
</tr>
<tr>
<td>((\mathbb{R}) \int_{[a,b]} \varphi(t) , d\psi(t))</td>
<td>The Riemann–Stieltjes integral of (\varphi) on ([a,b]) with respect to (\psi).</td>
</tr>
</tbody>
</table>
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CHAPTER 1

Characteristic Functions

This chapter is devoted to a few facts, several of which I learned from an interesting set of notes by W. Bryc, about and related to what probabilists call characteristic functions.

1.1. Some Basic Facts

Given a Borel probability measure $\mu$ on $\mathbb{R}^N$, its characteristic function is its Fourier transform $\hat{\mu}$ defined by

$$
\hat{\mu}(\xi) = \int e^{i(\xi,x)} \mu(dx) \quad \text{for } \xi \in \mathbb{R}^N.
$$

Lemma 1.1.1. For every $\mu \in \mathcal{M}_1(\mathbb{R}^N)$, $\hat{\mu}$ is a uniformly continuous $\mathbb{C}$-valued function such that $\|\mu\|_u \leq 1 = \hat{\mu}(0)$ and $\hat{\mu}(-\xi) = \overline{\hat{\mu}(\xi)}$. Moreover, if $\varphi \in C_0(\mathbb{R}^N; \mathbb{C}) \cap L^1(\lambda_{\mathbb{R}^N}; \mathbb{C})$ for which $\hat{\varphi} \in L^1(\lambda_{\mathbb{R}^N}; \mathbb{C})$, then

$$
\int \varphi d\mu = (2\pi)^{-N} \int \hat{\varphi}(\xi) \hat{\mu}(-\xi) d\xi.
$$

In particular, $\mu = \nu$ if and only if $\hat{\mu} = \hat{\nu}$.

Proof. That $\|\hat{\mu}\|_u \leq 1 = \hat{\mu}(0)$ is obvious, as is the continuity of $\hat{\mu}$. To see that $\hat{\mu}$ is uniformly continuous, note that

$$
|\hat{\mu}(\eta) - \hat{\nu}(\xi)| \leq \int |1 - e^{i(\eta - \xi,x)}| \mu(dx) = 2 \int (1 - \cos(\eta - \xi,x)) \mu(dx),
$$

and therefore that

$$
(1.1.2)
|\hat{\mu}(\eta) - \hat{\nu}(\xi)|^2 \leq 2(1 - \Re \hat{\mu}(\eta - \xi)).
$$

Turning to (1.1), note that, because $\varphi$ and $\hat{\varphi}$ are $\lambda_{\mathbb{R}^N}$-integrable, the $L^1$-Fourier inversion formula says that

$$
\varphi(x) = (2\pi)^{-N} \int e^{-i(\xi,x)} \hat{\varphi}(\xi) d\xi.
$$

Hence, by Fubini’s theorem

$$
(2\pi)^N \int \varphi d\mu = \int \left( \int e^{-i(\xi,x)} \hat{\varphi}(\xi) d\xi \right) \mu(dx)
= \int \hat{\varphi}(\xi) \left( \int e^{-i(\xi,x)} \mu(dx) \right) d\xi = \int \hat{\varphi}(\xi) \hat{\mu}(-\xi) d\xi.
$$

Finally, to see that $\mu = \nu$ if $\hat{\mu} = \hat{\nu}$, remember that the Fourier transform takes the Schwartz space $\mathcal{S}(\mathbb{R}^N; \mathbb{C})$ into itself. Thus, if $\varphi \in \mathcal{S}(\mathbb{R}^N; \mathbb{C})$, then both $\varphi$ and $\hat{\varphi}$ are in $L^1(\lambda_{\mathbb{R}^N}; \mathbb{C})$, and so, by (1.1.1),

$$
\hat{\mu} = \hat{\nu} \implies \int \varphi d\mu = \int \varphi d\nu \text{ for all } \varphi \in \mathcal{S}(\mathbb{R}^N; \mathbb{C}),
$$

which means that $\mu = \nu$. □
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Lemma 1.1.2. If \( \mu \) is the distribution of a random variable \( X \), and, for some \( n \geq 1 \), \( \mathbb{E}[|X|^n] < \infty \), then \( \hat{\mu} \in C^n(\mathbb{R}; \mathbb{C}) \) and

\[
\mathbb{E}[X^m e^{i\xi X}] = (-i)^m \partial^m \hat{\mu}(\xi) \quad \text{for} \quad 0 \leq m \leq n.
\]

Proof. This is trivial when \( m = 0 \). If it holds for some \( 0 \leq m < n \), then

\[
\frac{i^n \partial^n \hat{\mu}(\xi + \eta) - \partial^n \hat{\mu}(\xi)}{\eta} = \mathbb{E}\left[X^m e^{i\xi X} e^{i\eta X} - 1\right].
\]

Since \( |X^m e^{i\xi X} e^{i\eta X} - 1| \leq |X|^{m+1} \), the result follows from Lebesgue’s Dominated Convergence theorem. \( \square \)

Define \( \Delta_t \varphi(\xi) = \frac{\varphi(\xi + \frac{1}{t}) - \varphi(\xi - \frac{1}{t})}{t} \) for functions \( \varphi : \mathbb{R} \to \mathbb{C} \). If \( \varphi \) vanishes at 0 faster than \( |\xi|^n \) for some \( n \geq 1 \), then \( \lim_{t \to 0} \Delta_t \varphi(0) = 0 \). Thus, for \( f \)’s which are \( n \) times differentiable in a neighborhood of 0,

\[ \lim_{t \to 0} \Delta_t^n f(0) = \lim_{t \to 0} \Delta_t^n P_n(0), \]

where \( P_n \) is the Taylor polynomial \( \sum_{m=0}^n \frac{f^{(m)}(0)}{m!} \xi^m \). Therefore we will now know that \( \lim_{t \to 0} \Delta_t^n f(0) = f^{(n)}(0) \) once we show that \( \Delta_t^n \xi^n = n! \delta_{m,n} \) for \( 0 \leq m \leq n \), which comes down to checking that \( \Delta_t^n \xi^n = m! \) for all \( m \geq 1 \). That \( \Delta_t \xi = 1 \) is obvious. Now assume the result for \( 1 \leq m < M \).

Then

\[
\Delta_t^M \xi^M = \sum_{m=0}^M \binom{M}{m} \Delta_t^M (\xi^M)(\frac{t}{2})^m (1 + (-1)^{m+1}) = Mt \Delta_t^{M-1} \xi^{M-1} = tM!.
\]

Lemma 1.1.3. If \( n \geq 1 \) and there exists a sequence \( t_k \to 0 \) such that \( \sup_{k \geq 1} |\Delta_t^{2n} \hat{\mu}(0)| < \infty \), then \( \mathbb{E}[X^{2n}] < \infty \). In particular, this will be the case if \( \hat{\mu} \) is \( 2n \) times continuously differentiable in a neighborhood of 0.

Proof. Set \( \xi(x) = e^{ix\xi} \), and observe that

\[
\Delta_t^2 \xi(x) = 2 \xi(x) \cos xt - 1 = -4t^{-2} \xi(x) \sin^2 \frac{xt}{2},
\]

and therefore

\[
\Delta_t^{2n} \xi(x) = (-4)^n t^{-2n} \xi(x) \sin^{2n} \frac{xt}{2}.
\]

Thus

\[
|\Delta_t^{2n} \hat{\mu}(0)| = 4^n t^{-2n} \mathbb{E}\left[ \sin^{2n} \frac{X_{t_k}}{2} \right] \geq 4^n t^{-2n} \mathbb{E}\left[ \sin^{2n} \frac{X_{t_k}}{2}, |X| \leq \frac{\pi}{2t_k} \right] \geq 2^{-n} \mathbb{E}\left[ X^{2n}, |X| \leq \frac{\pi}{2t_k} \right].
\]

\( \square \)

Theorem 1.1.4. If \( \hat{\mu} \) admits an extension as an analytic function on \( B_C(0, r) \), then \( \mathbb{E}[e^{\alpha |X|}] < \infty \) for \( \alpha \in [0, r) \), and so

\[
\zeta \in \{ z \in \mathbb{C} : \Re \zeta \in (-r, r) \} \rightarrow M(\zeta) = \mathbb{E}[e^{\zeta X}] \in \mathbb{C}
\]

is analytic.
Proof. Since \( \hat{\mu} \in C^\infty(\mathbb{R}; \mathbb{C}) \), Lemma 1.13 implies that \( \mathbb{E}[|X|^n] < \infty \) and, by Lemma 1.1.2 \( \partial^n \hat{\mu}(0) = i^n \mathbb{E}[X^n] \) for all \( n \geq 1 \). Hence,

\[
\hat{\mu}(\xi) = \sum_{n=0}^{\infty} \frac{\mathbb{E}[X^n]}{n!} (i\xi)^n
\]

where the radius of convergence of the series is at least \( r \). In particular, for \( \alpha \in [0, r) \),

\[
\mathbb{E}[e^{\alpha X} + e^{-\alpha X}] = 2 \sum_{n=0}^{\infty} \frac{\mathbb{E}[X^{2n}]}{(2n)!} \alpha^{2n} < \infty,
\]

and so \( \mathbb{E}[e^{\alpha|X|}] < \infty. \)

Knowing that the map \( \mu \in M_1(\mathbb{R}^N) \mapsto \hat{\mu} \in C_b(\mathbb{R}^N; \mathbb{C}) \) is one-to-one, one should ask about its continuity properties. For that purpose, introduce the notation \( \langle \varphi, \mu \rangle \) to denote the integral of a function \( \varphi \) with respect to a (not necessarily finite) measure \( \mu \), and say that a sequence \( \{\mu_n : n \geq 1\} \subseteq M_1(\mathbb{R}^N) \) converges weakly to \( \mu \in M_1(\mathbb{R}^N) \) if, for every \( \varphi \in C_b(\mathbb{R}^N; \mathbb{C}) \), \( \langle \varphi, \mu_n \rangle \to \langle \varphi, \mu \rangle \). I will write \( \mu_n \overset{w}{\to} \mu \) to mean that \( \{\mu_n : n \geq 1\} \) converges weakly to \( \mu \).

It is clear that \( \mu_n \overset{w}{\to} \hat{\mu} \) pointwise if \( \mu_n \overset{w}{\to} \mu \). In fact, as we will see, the convergence of the \( \mu_n \)'s is uniform on compact. More important, we will show that uniform convergence on compacts of the \( \mu_n \)'s implies weak convergence of the \( \mu_n \)'s.

Lemma 1.1.5. Let \( \{\mu_n : n \geq 1\} \cup \{\mu\} \subseteq M_1(\mathbb{R}^N) \) be given, and assume that \( \langle \varphi, \mu_n \rangle \to \langle \varphi, \mu \rangle \) for all \( \varphi \in C_c^\infty(\mathbb{R}^N; \mathbb{R}) \). Then, for any \( \psi \in C(\mathbb{R}^N; [0, \infty)) \), \( \langle \psi, \mu_n \rangle \leq \lim_{n \to \infty} \langle \psi, \mu_n \rangle \). Moreover, if \( \psi \in C(\mathbb{R}^N; [0, \infty)) \) is \( \mu_n \)-integrable for each \( n \in \mathbb{Z} \) and if \( \langle \psi, \mu_n \rangle \to \langle \psi, \mu \rangle \in [0, \infty) \), then for any sequence \( \{\varphi_n : n \geq 1\} \subseteq C(\mathbb{R}^N; \mathbb{C}) \) that converges uniformly on compacts to a \( \varphi \in C(\mathbb{R}^N; \mathbb{C}) \) and satisfies \( |\varphi_n| \leq C \psi \) for some \( C < \infty \) and all \( n \geq 1 \), \( \langle \varphi_n, \mu_n \rangle \to \langle \varphi, \mu \rangle \).

Proof. Choose \( \rho \in C_c^\infty(\mathbb{R}^N; [0, \infty)) \) with total integral 1, and set \( \rho_\epsilon(x) = \epsilon^{-N} \rho(\epsilon^{-1} x) \) for \( \epsilon > 0 \). Also, choose \( \eta \in C_c^\infty(\mathbb{R}^N; [0, 1]) \) so that \( \eta = 1 \) on \( \overline{B_{\mathbb{R}^N}(0, \frac{1}{2})} \) and 0 off of \( B_{\mathbb{R}^N}(0, 2) \), and set \( \eta_R(x) = \eta(\epsilon^{-1} x) \) for \( R > 0 \).

Begin by noting that \( \langle \varphi, \mu_n \rangle \to \langle \varphi, \mu \rangle \) for all \( \varphi \in C_c^\infty(\mathbb{R}^N; \mathbb{C}) \). Next, suppose that \( \varphi \in C_c(\mathbb{R}^N; \mathbb{C}) \), and, for \( \epsilon > 0 \), set \( \varphi_\epsilon = \rho_\epsilon \ast \varphi \), the convolution

\[
\int_{\mathbb{R}^N} \rho_\epsilon(x-y) \varphi(y) \, dy
\]

of \( \rho_\epsilon \) with \( \varphi \). Then, for each \( \epsilon > 0 \), \( \varphi_\epsilon \in C_c^\infty(\mathbb{R}^N; \mathbb{C}) \) and therefore \( \langle \varphi_\epsilon, \mu_n \rangle \to \langle \varphi_\epsilon, \mu \rangle \). In addition, there is an \( R > 0 \) such that \( \text{supp}(\varphi_\epsilon) \subseteq B(0, R) \) for all \( \epsilon \in (0, 1] \). Hence,

\[
\lim_{n \to \infty} |\langle \varphi_\epsilon, \mu_n \rangle - \langle \varphi_\epsilon, \mu \rangle| \leq 2 \|\eta_R\| \|\varphi - \varphi_\epsilon\|_u.
\]

Since \( \lim_{\epsilon \to 0} \|\varphi_\epsilon - \varphi\|_u = 0 \), we have now shown that \( \langle \varphi, \mu_n \rangle \to \langle \varphi, \mu \rangle \) for all \( \varphi \in C_c(\mathbb{R}^N; \mathbb{C}) \).

Now suppose that \( \psi \in C(\mathbb{R}^N; [0, \infty)) \), and set \( \psi_R = \eta_R \psi \), where \( \eta_R \) is as above. Then, for each \( R > 0 \), \( \langle \psi_R, \mu \rangle = \lim_{n \to \infty} \langle \psi_R, \mu_n \rangle \leq \lim_{n \to \infty} \langle \psi, \mu_n \rangle \). Hence, by Fatou’s Lemma, \( \langle \psi, \mu \rangle \leq \lim_{R \to \infty} \langle \psi_R, \mu \rangle \leq \lim_{n \to \infty} \langle \psi, \mu_n \rangle \).

Finally, suppose that \( \psi \in C(\mathbb{R}^N; [0, \infty)) \) is \( \mu_n \)-integrable for each \( n \in \mathbb{Z} \) and that \( \langle \psi, \mu_n \rangle \to \langle \psi, \mu \rangle \in [0, \infty) \). Given \( \{\varphi_n : n \geq 1\} \subseteq C(\mathbb{R}^N; \mathbb{C}) \) satisfying \( |\varphi_n| \leq C \psi \) and converging uniformly on compacts to \( \varphi \), one has

\[
|\langle \varphi_n, \mu_n \rangle - \langle \varphi, \mu \rangle| \leq |\langle \varphi_n - \varphi, \mu_n \rangle| + |\langle \varphi, \mu_n \rangle - \langle \varphi, \mu \rangle|.
\]
Moreover, for each $R > 0$,
\[
\lim_{n \to \infty} |\langle \varphi_n - \varphi, \mu_n \rangle| \\
\leq \lim_{n \to \infty} \sup_{x \in B_R(0, 2R)} |\varphi_n(x) - \varphi(x)| \|\eta_R \| + \lim_{n \to \infty} |\langle (1 - \eta_R)(\varphi_n - \varphi), \mu_n \rangle| \\
\leq 2C \lim_{n \to \infty} |\langle (1 - \eta_R)\psi, \mu_n \rangle| = \lim_{n \to \infty} 2C \left( |\langle \psi, \mu_n \rangle| - |\langle \eta_R\psi, \mu_n \rangle| \right) = 2C |\langle (1 - \eta_R)\psi, \mu \rangle| ,
\]
and similarly
\[
\lim_{n \to \infty} |\langle \varphi, \mu_n \rangle - |\langle \varphi, \mu \rangle| \\
\leq \lim_{n \to \infty} |\langle \eta_R\varphi, \mu_n \rangle - |\langle \eta_R\varphi, \mu \rangle| + C \lim_{n \to \infty} |\langle (1 - \eta_R)\psi, \mu_n \rangle + C |\langle (1 - \eta_R)\psi, \mu \rangle| \\
= 2C |\langle (1 - \eta_R)\psi, \mu \rangle| .
\]
Finally, because $\psi$ is $\mu$-integrable, $\langle (1 - \eta_R)\psi, \mu \rangle \to 0$ as $R \to \infty$ by Lebesgue’s Dominated Convergence Theorem, and so we are done. \hfill \Box

In the proof of the following theorem and elsewhere, a function $\varphi : \mathbb{R}^N \to \mathbb{C}$ is said to be rapidly decreasing if $\sup_{x \in \mathbb{R}^N} (1 + x^2n)|\varphi(x)| < \infty$ for all $n \geq 0$.

**Theorem 1.1.6.** Given a sequence $\{\mu_n : n \geq 1\} \subseteq M_1(\mathbb{R}^N)$ and a $\mu \in M_1(\mathbb{R}^N)$, $\widehat{\mu}_n \to \widehat{\mu}$ uniformly on compacts if $\mu_n \xrightarrow{w} \mu$. Conversely, if $\widehat{\mu}_n(\xi) \to \widehat{\mu}(\xi)$ pointwise, then $\langle \varphi_n, \mu_n \rangle \to \langle \varphi, \mu \rangle$ whenever $\{\varphi_n : n \geq 1\}$ is a uniformly bounded sequence in $C_0(\mathbb{R}^N; \mathbb{C})$ that tends to $\varphi$ uniformly on compacts.

**Proof.** Since $e^{i\langle \xi_n, x \rangle} \to e^{i\langle \xi, x \rangle}$ uniformly for $x$ in compacts if $\xi_n \to \xi$, Lemma [1.1.5] says that, if $\mu_n \xrightarrow{w} \mu$, then $\varphi_n(\xi_n) \to \varphi(\xi)$ if $\xi_n \to \xi$, and therefore that $\mu_n \xrightarrow{w} \mu$ implies that $\varphi_n \to \varphi$ uniformly on compacts.

Turning to the second part of the theorem, suppose that $\varphi_n \to \varphi$ pointwise. By Lemma [1.1.5] we need only check that $\langle \varphi, \mu_n \rangle \to \langle \varphi, \mu \rangle$ when $\varphi \in C_0(\mathbb{R}^N; \mathbb{R})$. But, for such a $\varphi$, $\varphi$ is smooth and rapidly decreasing, and therefore the result follows immediately from [1.1.1] together with Lebesgue’s Dominated Convergence Theorem. \hfill \Box

The following is a generalization to $\mathbb{R}^N$ of the classical Helly-Bray Theorem. It was further generalized to complete separable metric spaces by Y. Prohorov, and, with only minor changes, the treatment here can be used to prove Prohorov’s result.

**Lemma 1.1.7.** A subset $S$ of $M_1(\mathbb{R}^N)$ is sequentially relatively compact if and only if
\[
\lim_{R \to \infty} \sup_{\mu \in S} \mu(B_{2R}(0, R)) = 0 .
\]

**Proof.** The first step is to recognize that there is a countable set $\{\varphi_k : k \in \mathbb{Z}^+\} \subseteq C_0(\mathbb{R}^N; \mathbb{R})$ of linear independent functions whose span is dense, with respect to uniform convergence, in $C_0(\mathbb{R}^N; \mathbb{R})$. To see this, choose $\eta \in C_c(\mathbb{R}^N; \mathbb{R})$ so that $\eta = 1$ on $B_{R/(1, 1)}$ and 0 off $B_{2R}(0, 2)$, and set $\eta_R(y) = \eta(y/R) - y$ for $R > 0$. Next, for each $\ell \geq 1$, apply the Stone-Weierstrass Theorem to choose a countable dense subset $\{\psi_{j, \ell} : j \in \mathbb{Z}\}$ of $C(B_{2R}(0, 2\ell); \mathbb{R})$, and set $\varphi_{j, \ell} = \eta_{\ell/2}\psi_{j, \ell}$. Clearly $\{\varphi_{j, \ell} : (j, \ell) \in \mathbb{Z}^+\}$ is dense in $C_c(\mathbb{R}^N; \mathbb{R})$. Finally, using lexicographic ordering of $(\mathbb{Z}^+)^2$, extract a linearly independent subset $\{\varphi_k : k \geq 1\}$ by taking $\varphi_k = \varphi_{j_k, \ell_k}$, where $(j_1, \ell_1) = (1, 1)$ and $(j_{k+1}, \ell_{k+1})$ is the first $(j, \ell)$ such that $\varphi_{j, \ell}$ is linearly independent of $\{\varphi_1, \ldots, \varphi_k\}$.
Given a sequence \( \{ \mu_n : n \geq 1 \} \subseteq S \), we can use a diagonalization procedure to find a subsequence \( \{ \mu_{n_m} : m \geq 1 \} \) such that \( a_k = \lim_{m \to \infty} \langle \varphi_k, \mu_{n_m} \rangle \) exists for every \( k \in \mathbb{Z}^+ \). Next, define the linear functional \( \Lambda \) on the span of \( \{ \varphi_k : k \geq 1 \} \) so that \( \Lambda(\varphi_k) = a_k \). Notice that if \( \varphi = \sum_{k=1}^{K} \alpha_k \varphi_k \), then

\[
|\Lambda(\varphi)| = \lim_{m \to \infty} \left| \sum_{k=1}^{K} \alpha_k \langle \varphi_k, \mu_{n_m} \rangle \right| = \lim_{m \to \infty} \left| \langle \varphi, \mu_{n_m} \rangle \right| \leq \| \varphi \|_u,
\]

and similarly that \( \Lambda(\varphi) = \lim_{m \to \infty} \langle \varphi, \mu_{n_m} \rangle \geq 0 \) if \( \varphi \geq 0 \). Therefore \( \Lambda \) admits a unique extension as a non-negativity preserving linear functional on \( C_c(\mathbb{R}^N; \mathbb{R}) \) that satisfies \( |\Lambda(\varphi)| \leq \| \varphi \|_u \) for all \( \varphi \in C_c(\mathbb{R}^N; \mathbb{R}) \).

Now assume that (1.1.3) holds. For each \( \ell \in \mathbb{Z} \), apply the Riesz Representation Theorem to produce a non-negative Borel measure \( \nu_\ell \) supported on \( B_{R_N}(0, 2\ell) \) so that \( \langle \varphi, \nu_\ell \rangle = \Lambda(\eta_\ell \varphi) \) for \( \varphi \in C_c(\mathbb{R}^N; \mathbb{R}) \). Since \( \langle \varphi, \nu_{\ell+1} \rangle = \Lambda(\varphi) = \langle \varphi, \nu_\ell \rangle \) whenever \( \varphi \) vanishes off of \( B_{R_N}(0, \ell) \), it is clear that

\[
\nu_{\ell+1}(\Gamma \cap B_{R_N}(0, \ell + 1)) \geq \nu_{\ell+1}(\Gamma \cap B_{R_N}(0, \ell)) = \nu_\ell(\Gamma \cap B_{R_N}(0, \ell)) \quad \text{for all } \Gamma \in B_{R_N}.
\]

Hence the limit

\[
\mu(\Gamma) \equiv \lim_{\ell \to \infty} \nu_\ell(\Gamma \cap B_{R_N}(0, \ell)) = \sum_{\ell=1}^{\infty} \nu_\ell(\Gamma \cap (B_{R_N}(0, \ell) \setminus B_{R_N}(0, \ell-1))),
\]

eexists and determines a non-negative Borel measure \( \mu \) on \( \mathbb{R}^N \) whose restriction to \( B_{R_N}(0, \ell) \) is \( \nu_\ell \) for each \( \ell \in \mathbb{Z}^+ \). In particular, \( \mu(\mathbb{R}^N) \leq 1 \) and \( \langle \varphi, \mu \rangle = \lim_{m \to \infty} \langle \varphi, \mu_{n_m} \rangle \) for every \( \varphi \in C_c(\mathbb{R}^N; \mathbb{R}) \). Thus, by Lemma 1.1.5, all that remains is to check that \( \mu(\mathbb{R}^N) = 1 \). But

\[
\mu(\mathbb{R}^N) \geq \langle \eta_\ell, \mu \rangle = \lim_{m \to \infty} \langle \eta_\ell, \mu_{n_m} \rangle \geq \lim_{m \to \infty} \mu_{n_m}(B_{R_N}(0, \ell)) = 1 - \lim_{m \to \infty} \mu_{n_m}(B_{R_N}(0, \ell))^C,
\]

and, by (1.1.3), the final term tends to 0 as \( \ell \to \infty \).

To prove the converse assertion, suppose that \( S \) is sequentially relatively compact. If (1.1.3) failed, then we could find an \( \theta \in (0, 1) \) and, for each \( n \in \mathbb{Z} \), a \( \mu_n \in S \) such that \( \mu_n(B_{R_N}(0, n)) \leq \theta \). By sequential relative compactness, this would mean that there is a subsequence \( \{ \mu_{n_m} : m \geq 1 \} \subseteq S \) and a \( \mu \in M(\mathbb{R}^N) \) such that \( \mu_{n_m} \to \mu \) and \( \mu_{n_m}(B_{R_N}(0, n_m)) \leq \theta \). On the other hand, for any \( R > 0 \),

\[
\mu(B_{R_N}(0, R)) = \lim_{m \to \infty} \langle \eta_\ell, \mu_n \rangle \leq \lim_{m \to \infty} \mu_{n_m}(B_{R_N}(0, n_m)) \leq \theta,
\]

and so we would arrive at the contradiction \( 1 = \lim_{R \to \infty} \mu(B_{R_N}(0, R)) \leq \theta \). \( \square \)

**Lemma 1.1.8.** Let \( \mu \in M(\mathbb{R}^N) \). Then, for all \( (r, R) \in [0, \infty)^2 \) and \( \mathbf{e} \in S^{N-1} \),

\[
(1.1.4) \quad |1 - \hat{\mu}(\mathbf{e})| \leq rR + \mu(\{ x \in \mathbb{R}^N : |(x, \mathbf{e})_{\mathbb{R}^N} | \geq R \}).
\]

Next, define

\[
s(r) = \sup_{\theta \geq r} \left( 1 - \frac{\sin \theta}{\theta} \right) \quad \text{for } r > 0.
\]

Then \( 0 < s(r) \leq C r \) for some \( C < \infty \), and

\[
(1.1.5) \quad \mu(\{ x \in \mathbb{R}^N : |x| \geq R \}) \leq \max_{|\xi| \leq r} \frac{N|1 - \hat{\mu}(\xi)|}{s(N^{-\frac{1}{2}} r R)} \quad \text{for all } (r, R) \in (0, \infty)^2.
\]
1. CHARACTERISTIC FUNCTIONS

Proof. The facts about $s(r)$ are easily checked using elementary calculus. To prove (1.1.4), simply observe that, since $|1 - e^{i\xi}| \leq |\xi| \wedge 1$,

$$|1 - \hat{\mu}(re)| \leq \int |1 - e^{i\tau(x,e)_{\mathbb{R}}}| \mu(dx) \leq rR + \mu(\{x : |(x,e)| \geq R\}).$$

Turning to (1.1.5), note that, for $t \geq 0$,

$$|1 - \hat{\mu}(te)| \geq \int (1 - \cos(tx,e)_{\mathbb{R}}) \, d\mu.$$

Now integrate this inequality with respect to $t \in [0, r]$, and divide by $r$ to see that

$$\max_{|\xi| \leq r} |1 - \hat{\mu}(\xi)| \geq \frac{1}{r} \int_0^r |1 - \hat{\mu}(te)| \, dt \geq \int \left( 1 - \frac{\sin(\tau(e,x)_{\mathbb{R}})}{\tau(e,x)_{\mathbb{R}}} \right) \mu(dx) \geq \int \left( 1 - \frac{\sin(\tau(e,x)_{\mathbb{R}})}{\tau(e,x)_{\mathbb{R}}} \right) \mu(dx) \geq s(rR)\mu(\{x : |(e,x)_{\mathbb{R}}| \geq R\}).$$

Finally, use the fact that

$$\mu(\{x : |x| \geq R\}) \leq N \sup_{e \in \mathbb{S}^{N-1}} \mu(\{x : |(e,x)_{\mathbb{R}}| \geq N^{-\frac{1}{2}} R\})$$

to arrive at (1.1.5). \qed

The following theorem answers the question posed above about the relationship between characteristic functions and weak convergence. It was proved by P. Lévy and is called Lévy’s Continuity Theorem.

Theorem 1.1.9. Let $\{\mu_n : n \geq 1\} \subseteq M_1(\mathbb{R}^N)$, and assume that $f(\xi) = \lim_{n \to \infty} \hat{\mu}_n(\xi)$ exists for each $\xi \in \mathbb{R}^N$. Then $f$ is the characteristic function of a $\mu \in M_1(\mathbb{R}^N)$ if and only if there is a $\delta > 0$ for which

$$\lim_{n \to \infty} \sup_{|\xi| \leq \delta} |\hat{\mu}_n(\xi) - f(\xi)| = 0,$$

in which case $\mu_n \xrightarrow{w} \mu$.

Proof. The only assertion not already covered by Lemmas 1.1.5 and 1.1.1 is the “if” part of the equivalence. But, if $\hat{\mu}_n \xrightarrow{w} f$ uniformly in a neighborhood of 0, then it is easy to check that $\sup_{n \geq 1} |1 - \hat{\mu}_n(\xi)|$ must tend to zero as $|\xi| \to 0$. Hence, by (1.1.5) and Lemma 1.1.7, we know that there exists a $\mu$ and a subsequence $\{\mu_{n_m} : m \geq 1\}$ such that $\mu_{n_m} \xrightarrow{w} \mu$. Since $\hat{\mu}$ must equal $f$, Lemma 1.1.1 says that $\mu_n \xrightarrow{w} \mu$. \qed

Bochner found an interesting characterization of characteristic functions. To describe his result, say that a function $f : \mathbb{R}^N \to \mathbb{C}$ is non-negative definite if the matrix

$$((f(\xi_j - \xi_k)))_{1 \leq j, k \leq n}$$

is non-negative definite for all $n \geq 2$ and $\xi_1, \ldots, \xi_n \in \mathbb{R}^N$, which is equivalent to saying

$$\sum_{j, k=1}^n f(\xi_j - \xi_k)\alpha_j\overline{\alpha_k} \geq 0$$

for all $\alpha_1, \ldots, \alpha_n \in \mathbb{C}$.

Theorem 1.1.10. A function $f : \mathbb{R}^N \to \mathbb{C}$ is a characteristic function if and only if $f$ is continuous, $f(0) = 1$, and $f$ is non-negative definite.
Theorem implies that hence, since \( f \) is continuous, it follows that \( f(0) = 1 \). To see that it is non-negative definite, observe that

\[
\sum_{j,k=1}^{N} f(\xi_j - \xi_k)\alpha_j\overline{\alpha_k} = \int \left( \sum_{j,k=1}^{N} e^{i(\xi_j - \xi_k)x} \alpha_j\overline{\alpha_k} \right) \mu(dx) = \int \left| \sum_{j,k=1}^{N} e^{i\xi_jx} \alpha_j \right|^2 \mu(dx) \geq 0.
\]

Now assume that \( f \) is a continuous, non-negative definite function with \( f(0) = 1 \). Because

\[
A = \begin{pmatrix} 1 & f(\xi) \\ f(-\xi) & 1 \end{pmatrix}
\]

is non-negative definite, \( \Im(f(\xi) + f(-\xi)) \) and \( \Im(if(\xi) - if(-\xi)) \) are both 0, and therefore \( f(\xi) = \overline{f(-\xi)} \).

Thus \( A \) is Hermitian, and because it is non-negative definite, \( 1 - |f(\xi)|^2 \geq 0 \). Therefore \(|f(\xi)| \leq 1 \). Next, let \( \psi \in \mathcal{S}(\mathbb{R}^N; \mathbb{R}) \), and use Riemann approximations to see that

\[
\int \int f(\xi - \eta)\overline{\psi(\xi)}\overline{\psi(\eta)} \, d\xi d\eta \geq 0.
\]

Assume for the moment that \( f \in L^1(\lambda_{\mathbb{R}^N}; \mathbb{C}) \), and set

\[
g(x) = (2\pi)^{-N} \int e^{-i\xi x} f(\xi) \, d\xi.
\]

By Fubini’s Theorem and the fact that \( \overline{\psi(\xi)} = \overline{\psi(-\xi)} \),

\[
(2\pi)^N \int g(x)\overline{\psi(x)} dx = \int f(\xi)\overline{\psi}\overline{\psi}(-\xi) \, d\xi = \int f(\xi)(\overline{\psi * \psi})(-\xi) \, d\xi = \int f(\xi - \eta)\overline{\psi(\xi)}\overline{\psi(\eta)} \, d\xi d\eta \geq 0.
\]

Hence, since \( g \) is continuous, it follows that \( g \geq 0 \). In addition, \( f = \hat{g} \) and so \( \int g(x) \, dx = f(0) = 1 \) and \( f \) is the Fourier transform of the probability measure \( d\mu = g \, d\lambda_{\mathbb{R}^N} \).

To remove the assumption that \( f \) is integrable, choose a non-negative, even \( \rho \in \mathcal{S}(\mathbb{R}^N; \mathbb{R}) \) for which \( \langle \rho, \lambda_{\mathbb{R}^N} \rangle = 1 \), and set \( \rho_t(x) = t^{-\frac{N}{2}} \rho(t^{-1}x) \) for \( t > 0 \). Then \( \hat{\rho} \in \mathcal{S}(\mathbb{R}^N; \mathbb{R}) \) and \( \hat{\rho}(\xi) = \hat{\rho}(t\xi) \). Therefore \( f_t \equiv \hat{\rho_t}f \) is a continuous, \( \lambda_{\mathbb{R}^N} \)-integrable function that is 1 at 0. To see that \( f_t \) is non-negative definite, note that

\[
\sum_{j,k=1}^{N} f_t(\xi_j - \xi_k)\alpha_j\overline{\alpha_k} = \sum_{j,k=1}^{N} f(\xi_j - \xi_k)\alpha_j\overline{\alpha_k} \int e^{i(\xi_j - \xi_k)x} \rho_t(x) \, dx
\]

\[
= \int \left( \sum_{j,k=1}^{N} f(\xi_j - \xi_k)\alpha_j e^{i\xi_j x} \overline{\alpha_k e^{i\xi_k x}} \right) \rho_t(x) \, dx \geq 0.
\]

Thus \( f_t = \hat{\mu_t} \) for some \( \mu_t \in M_1(\mathbb{R}^N) \), and so, since \( f_t \rightarrow f \) uniformly on compacts, Lévy’s Continuity Theorem implies that \( \mu_t \) tends weakly to a \( \mu \in M_1(\mathbb{R}^N) \) for which \( f = \hat{\mu} \). \( \square \)
Because it is difficult to check whether a function is non-negative definite, it is the more or less trivial
necessity part of Bochner’s Theorem that turns out in practice to be more useful than the sufficiency
conditions.

Exercise 1.1.1.

(i) By combining Theorem 1.1.10 with 1.1.2, one sees that if \( f \) is a continuous, non-negative function
for which \( f(0) = 1, \) then \( |f(\xi)| \leq 1 \) and \( |f(\eta) - f(\xi)|^2 \leq 2(1 - Rf(\eta - \xi)). \) Show that these inequalities hold
even if one drops the continuity assumption.

**Hint:** Use the non-negative definiteness of the matrices

\[
\begin{pmatrix}
1 & f(-\xi) \\
f(\xi) & 1
\end{pmatrix}
\begin{pmatrix}
1 & f(-\xi) & f(-\eta) \\
f(\xi) & 1 & f(\xi - \eta) \\
f(\eta) & f(\eta - \xi) & 1
\end{pmatrix}
\]

to see that \( f(-\xi) = \overline{f(\xi)} \) and that

\[1 + 2\alpha(1 - Rf(\eta - \xi)) + 2a^2 |f(\eta) - f(\xi)| \geq 0 \text{ for all } \alpha \in \mathbb{R}.
\]

(ii) Show that if \( f_1 \) and \( f_2 \) are continuous, non-negative definite functions, then so are \( f_1 f_2 \) and, for any
\( a, b \geq 0, af_1 + bf_2. \) See if you can drop the continuity assumption.

(iii) Suppose that \( f : \mathbb{R}^N \to \mathbb{C} \) is a function for which \( f(0) = 1. \) Show that if \( \lim_{|x| \to 0} \frac{1 - f(x)}{|x|^2} = 0, \) then
\( f \) cannot be a characteristic function. In particular, if \( \alpha > 2, \) then \( e^{-|\xi|^{\alpha}} \) is not a characteristic function.

(iv) Given a finite signed Borel measure \( \mu \) on \( \mathbb{R}^N, \) define \( \hat{\mu}(\xi) = \int e^{i\xi \cdot x} \mu(dx), \) and show that \( \hat{\mu} = 0 \)
if and only if \( \mu = 0. \)

**Hint:** Use the Hahn Decomposition Theorem to write \( \mu \) as the difference of two, mutually singular, non-negative Borel measures on \( \mathbb{R}^N. \)

(v) Suppose that \( f : \mathbb{R} \to \mathbb{C} \) is a non-constant, twice continuously differentiable characteristic function.
Show that \( f''(0) < 0 \) and that \( \frac{f''(0)}{f'(0)} \) is again a characteristic function. In addition, show that \( \|f''\|_u \leq \|f''(0)\|^\frac{1}{2} \) and that
\[ |f(\eta) - f(\xi)| \leq (|f'(0)| + |f''(0)|^\frac{1}{2}) |\eta - \xi|. \]

(vi) Let \( \mu_n \in \mathcal{M}_1(\mathbb{R}) \) be the measure for which \( \frac{d\mu_n}{dx_n} = (2n)^{-1}1_{[-n,n]} \). Show that \( \hat{\mu}_n \to 1_{(0)} \) pointwise,
and conclude that \( \{\mu_n : n \geq 1\} \) has no weak limits. This example demonstrates the important role that
continuity plays in Bochner’s and Lévy’s theorems.

1.2. Infinitely Divisible Laws

Because sums of independent, identically distributed random variables play a prominent role in proba-
bility theory, Lévy and Khinchine asked what are the distributions of random variables that, for every \( n \geq 1, \)
can be written as the sum of \( n \) independent, identically distributed random variables. Expressed in terms of
measures, they were asking which \( \mu \in \mathcal{M}_1(\mathbb{R}^N) \) have the property that, for every \( n \geq 2, \) \( \mu \) admits nth root
\( \mu_\frac{1}{n} \in \mathcal{M}_1(\mathbb{R}^N) \) with respect to convolution. That is,

\[ \mu = (\mu_\frac{1}{n})^* = \mu_\frac{1}{n} * \cdots * \mu_\frac{1}{n}. \]

Equivalently, in terms of characteristic functions, \( \hat{\mu} = (\hat{\mu}_\frac{1}{n})^n. \)
Denote by \( \mathcal{I}(\mathbb{R}^N) \) the set of infinitely divisible \( \mu \in M_1(\mathbb{R}^N) \). What Lévy and Khinchine proved is that \( \mu \in \mathcal{I}(\mathbb{R}^N) \) if and only if

\[
\hat{\mu}(\xi) = \exp\left(i(b, \xi)_{\mathbb{R}^N} - \frac{1}{2}(\xi, A\xi)_{\mathbb{R}^N} + \int \left(e^{i(\xi, y)_{\mathbb{R}^N}} - 1 - i1_{B_{\mathbb{R}^N}(0,1)}(y)(\xi, y)_{\mathbb{R}^N}\right) M(dy)\right),
\]

for some \( b \in \mathbb{R}^N \), non-negative definite, symmetric \( A \in \text{Hom}(\mathbb{R}^N; \mathbb{R}^N) \), and Borel measure \( M \) on \( \mathbb{R}^N \) such that \( M(\{0\}) = 0 \) and \( \int \frac{|y|^2}{1+|y|^2} M(dy) < \infty \). The expression in (1.2.1) is called the Lévy–Khinchine formula, a measure \( M \) satisfying the stated conditions is called a Lévy measure, and the triple \((b, A, M)\) is called a Lévy system. It is clear that if the right hand side of (1.2.1) is a characteristic function for every Lévy system, then these are characteristic functions of infinitely divisible laws. Indeed, if \( \mu \) corresponds to \((b, A, M)\) and \( \mu_\pi \) corresponds to \((\frac{b}{n}, A - \frac{M}{n}, \pi)\), then \( \hat{\mu} = (\hat{\mu_\pi})^n \).

Proving that the function \( f_{(b,A,M)} \) on the right hand side of (1.2.1) is a characteristic function is a relatively easy. Indeed, \( f_{(0,1,0)} = \hat{\gamma} \), where \( \gamma(dx) = (2\pi)^{-\frac{N}{2}} e^{-\frac{|y|^2}{2}} \lambda_{\mathbb{R}^N}(dx) \), and so it is easy to check that \( f_{b,A,0} \) is the characteristic function of the distribution of \( b + A\frac{1}{n}x \) under \( \gamma \). Also, if the Lévy measure \( M \) is finite and \( \pi_M \) is the Poisson measure given by

\[
\pi_M = e^{-M(\mathbb{R}^N)} \sum_{n=0}^\infty \frac{M^n}{n!},
\]

then \( f_{bM,0,M} = \pi_M \), where

\[
b_M = \int_{B_{\mathbb{R}^N}(0,1)} y M(dy).
\]

Hence, when \( M \) is finite, \( f_{(b,A,M)} \) is the characteristic function of \( \gamma_{b-bM,A} * \pi_M \). Finally, for general Lévy measures \( M \), set \( M_k(dy) = 1_{[\frac{1}{k}, \infty)}(|y|) M(dy) \). Then \( M_k \) is finite, and so \( f_{(b,A,M_k)} \) is a characteristic function. Therefore, since \( f_{(b,A,M_k)} \to f_{(b,A,M)} \) uniformly on compacts, Theorem 1.1.9 says that \( f_{(b,A,M)} \) is a characteristic function.

There are several proofs that (1.2.1) describes the characteristic function of every \( \mu \in \mathcal{I}(\mathbb{R}^N) \), but none of them is simple. Nonetheless, it is possible to explain the idea on which all approaches are based. Namely, elements of \( \mathcal{I}(\mathbb{R}^N) \) have \( n \)th roots for all \( n \geq 1 \) in the Abelian group \( M_1(\mathbb{R}^N) \) with convolution. Thus, for any \( m, n \geq 1 \), a \( \mu \in \mathcal{I}(\mathbb{R}^N) \) has an \( \frac{m}{n} \)th root \( \mu^\frac{m}{n} = (\mu^\frac{1}{n})^m \). Hence one should expect that one can take the logarithm of \( \mu \). Equivalently, one should expect that the limit

\[
\ell_\mu(\xi) = \lim_{n\to\infty} n(\hat{\mu}_\pi(\xi) - 1)
\]

exists and that \( \hat{\mu} = e^{\ell_\mu} \). As we will show, the existence of this limit is quite easy, but the proof that

\[
\ell_\mu(\xi) = i(b, \xi)_{\mathbb{R}^N} - \frac{1}{2}(\xi, A\xi)_{\mathbb{R}^N} + \int \left(e^{i(\xi, y)_{\mathbb{R}^N}} - 1 - i1_{B_{\mathbb{R}^N}(0,1)}(y)(\xi, y)_{\mathbb{R}^N}\right) M(dy)
\]

for some Lévy system \((b, A, M)\) is harder.

To prove that \( \ell_\mu \) exists, we will need the following elementary fact about \( \mathbb{C} \)-valued functions. In its statement, log is the principal branch of the logarithm function on \( \mathbb{C} \setminus (-\infty, 0] \). That is, \( \log(re^{i\theta}) = \log r + \theta \) for \( r > 0 \) and \( \theta \in (-\pi, \pi) \). In particular,

\[
\log(\zeta) = -\sum_{n=0}^\infty \frac{(1-\zeta)^n}{n} \quad \text{when } |1-\zeta| < 1.
\]
LEMMA 1.2.1. Given $R > 0$, suppose that $f : \overline{B}_R(0, R) \to \mathbb{C}$ is a continuous function that equals 1 at 0 and never vanishes. Then there exists a unique continuous function $\ell_f : \overline{B}_R(0, R) \to \mathbb{C}$ such that $\ell_f(0) = 0$ and $f = e^{\ell_f}$ on $\overline{B}_R(0, R)$. Moreover, if $\xi \in B_R(0, R)$ and $r > 0$, then

$$
\sup \left\{ 1 - \frac{f(\eta)}{f(\xi)} : \eta \in B_R(\xi, r) \cap B_R(0, R) \right\} < 1
$$

and so

$$
\ell_f(\eta) = \ell_f(\xi) + \log \left( 1 - \frac{f(\eta)}{f(\xi)} \right) \quad \text{for} \quad \eta \in B_R(\xi, r) \cap B_R(0, R),
$$

and so

$$
\left| 1 - \frac{f(\eta)}{f(\xi)} \right| \leq \frac{1}{2} \implies \left| \ell_f(\eta) - \ell_f(\xi) \right| \leq 2 \left| 1 - \frac{f(\eta)}{f(\xi)} \right|.
$$

Finally, if $g : \overline{B}_R(0, R) \to \mathbb{C}$ is a second function with the same properties as $f$, then

$$
\sup_{\xi \in \overline{B}_R(0,R)} \left| 1 - \frac{g(\xi)}{f(\xi)} \right| \leq \frac{1}{2} \implies \left| \ell_g(\xi) - \ell_f(\xi) \right| \leq 2 \left| 1 - \frac{g(\xi)}{f(\xi)} \right|.
$$

PROOF. To prove the existence and uniqueness of $\ell_f$, begin by observing that there exists an $M \in \mathbb{Z}$ and $0 = r_0 < r_1 < \cdots < r_M = R$ such that

$$
\left| 1 - \frac{f(\xi)}{f\left( \frac{r_{m-1}}{|\xi|} \right)} \right| \leq \frac{1}{2} \quad \text{for} \quad 1 \leq m \leq M \quad \text{and} \quad \xi \in B_R(0, r_m) \setminus B_R(0, r_{m-1}).
$$

Thus we can define a function $\ell_f$ on $\overline{B}_R(0, R)$ so that $\ell_f(0) = 0$ and

$$
\ell_f(\xi) = \ell_f\left( \frac{r_{m-1}}{|\xi|} \right) + \log \left( \frac{f(\xi)}{f\left( \frac{r_{m-1}}{|\xi|} \right)} \right)
$$

if $1 \leq m \leq M$ and $\xi \in B_R(0, r_m) \setminus B_R(0, r_{m-1}).$

Furthermore, working by induction on $1 \leq m \leq M$, one sees that this $\ell_f$ is continuous and satisfies $f = e^{\ell_f}$. Finally, for any $\xi \in C(\overline{B}_R(0, R); \mathbb{C})$ satisfying $\ell_f(0) = 0$ and $f = e^\xi$, $(i2\pi)^{-1}(\ell - \ell_f)$ is a continuous, $\mathbb{Z}$-valued function that vanishes at 0, and therefore $\ell = \ell_f$.

Next suppose that $\xi \in B_R(0, R)$ and that

$$
\left| 1 - \frac{f(\eta)}{f(\xi)} \right| < 1 \quad \text{for all} \quad \eta \in B_R(\xi, r) \cap B_R(0, R).
$$

Set

$$
\ell(\eta) = \ell_f(\xi) + \log \left( \frac{f(\eta)}{f(\xi)} \right) \quad \text{for} \quad \eta \in B_R(\xi, r) \cap B_R(0, R),
$$

and check that $\eta \sim (i2\pi)^{-1}(\ell(\eta) - \ell_f(\eta))$ is a continuous, $\mathbb{Z}$-valued function that vanishes at $\xi$. Hence, $\ell = \ell_f$ on $B_R(0, R) \cap B_R(\xi, r)$, and therefore on $\overline{B}_R(0, R) \cap B(\xi, r)$. Since $|\log(1-\zeta)| \leq 2|\zeta|$ if $|\zeta| \leq \frac{1}{2}$, this completes the proof of the asserted properties of $\ell_f$.

Turning to the comparison between $\ell_g$ and $\ell_f$ when $\left| 1 - \frac{g(\xi)}{f(\xi)} \right| \leq \frac{1}{2}$ for all $\xi \in \overline{B}_R(0, R)$, set $\ell(\xi) = \ell_f(\xi) + \log \left( \frac{g(\xi)}{f(\xi)} \right)$, check that $\ell(0) = 0$ and $g = e^\xi$, and conclude that $\ell_g - \ell_f = \log \frac{g}{f}$. From this, the asserted estimate for $|\ell_g - \ell_f|$ is immediate. \hfill \Box

LEMMA 1.2.2. If $\mu \in \mathcal{I}(\mathbb{R}^N)$, then $\hat{\mu}$ never vanishes.
Proof. Choose \( r > 0 \) so that \(|1 - \hat{\mu}(\xi)| \leq \frac{1}{2} \) for \(|\xi| \leq r\). By Lemma 1.2.1, there is a unique continuous \( \ell : \mathbb{R}^N(0, r) \rightarrow \mathbb{C} \) such that \( \ell(0) = 0 \) and \( \hat{\mu} = e^{\ell} \) on \( \mathbb{R}^N(0, r) \). Now choose \( \mu_\pm \) so that \( \hat{\mu} = (\mu_\pm)^n \). Then \( \mu_\pm \) doesn’t vanish on \( \mathbb{R}^N(0, r) \), and there is an \( \ell_n : \mathbb{R}^N(0, r) \rightarrow \mathbb{C} \) such that \( \ell_n(0) = 0 \) and \( \hat{\mu}_n = e^{\ell_n} \) on \( \mathbb{R}^N(0, r) \). Hence, \( \hat{\mu} = e^{n\ell_n} \), and so, by uniqueness, \( \ell = n\ell_n \) and therefore \( \mu_\pm = e^{n\ell} \) on \( \mathbb{R}^N(0, r) \).

Next, because \( \ell = \log \hat{\mu} \) and \(|1 - \hat{\mu}| \leq \frac{1}{2} \) on \( \mathbb{R}^N(0, r) \), \(|\ell| \leq 2 \) there. Therefore, since \( R\ell \leq 0 \), \(|1 - \hat{\mu}_n| = |1 - e^{\ell_n}| \leq \frac{2}{n} \) on \( \mathbb{R}^N(0, r) \). Now apply (1.1.5) to see that, for any \( \rho > 0 \),

\[
\mu_n \left( \left\{ x : |x| \geq \rho \right\} \right) \leq \frac{2N}{ns(N^{-\frac{1}{2}} \rho \rho)}
\]

and therefore, by (1.1.4), that

\[
|1 - \hat{\mu}_n(\xi)| \leq \rho R + \frac{2N}{ns(N^{-\frac{1}{2}} \rho \rho)} \text{ for } \rho, R > 0 \text{ and } |\xi| \leq R.
\]

Finally, take \( \rho = \frac{1}{4n} \) and \( n \geq \frac{4N}{s(N^{-\frac{1}{2}} \rho \rho)} \), and conclude that \( \hat{\mu}_n \), and therefore \( \hat{\mu} \), doesn’t vanish on \( \mathbb{R}^N(0, R) \) for any \( R > 0 \). \( \square \)

As a consequence of Lemmas 1.2.2 and 1.2.1, we know that if \( \mu \in \mathcal{I}(\mathbb{R}^N) \), then \( \hat{\mu} = e^{\ell_\mu} \) for a unique continuous \( \ell_\mu : \mathbb{R}^N \rightarrow \mathbb{C} \) which vanishes at 0. Further, by the argument at the beginning of the preceding proof, \( \mu = (\mu_\pm)^n \Rightarrow \mu_\pm = e^\frac{n}{2} \). Thus \( \ell_\mu \) is the limit which was predicted above.

The challenge now is to show that

\[
\ell_\mu(\xi) = \ell_{(b,A,M)}(\xi) \equiv i(b, \xi)_{\mathbb{R}^N} - \frac{1}{2} \langle \xi, A\xi \rangle_{\mathbb{R}^N} + \int \left( e^{i\xi(y)}_{\mathbb{R}^N} - 1 - i\textbf{1}_{\mathbb{R}^N(0,1)}(y)(\xi, y)_{\mathbb{R}^N} \right) M(dy)
\]

for some Lévy system \((b, A, M)\). Here is an outline of one approach. Using the estimates in Lemma 1.1.8, one can show that \( \ell_\mu(\xi) \) has at most quadratic growth, thereby justifying

\[
\int \hat{\varphi}(\xi)\ell_\mu(-\xi) d\xi = \lim_{t \searrow 0} t^{-1} \int \hat{\varphi}(\xi)(e^{t\mu_n(-\xi)} - 1) d\xi = (2\pi)^N \lim_{t \searrow 0} \frac{\langle \varphi, \mu_n \rangle - \varphi(0)}{t} \text{ for } \varphi \in \mathcal{S}(\mathbb{R}^N; \mathbb{C}).
\]

Next, define the linear functional \( A_\mu \varphi \) on \( \mathcal{S}(\mathbb{R}) \) by

\[
A_\mu \varphi = \lim_{t \searrow 0} \frac{\langle \varphi, \mu_n \rangle - \varphi(0)}{t}.
\]

At this point the problem becomes that of showing that

\[
A_\mu \varphi = (b, \nabla \varphi(0))_{\mathbb{R}^N} + \frac{1}{2} \sum_{j,k=1}^{N} A_{j,k} \partial_j \partial_k \varphi(0)
\]

\[
+ \int \left( \varphi(x) - \varphi(0) - \textbf{1}_{\mathbb{R}^N(0,1)}(x)(\varphi, \nabla \varphi(0))_{\mathbb{R}^N} \right) M(dx)
\]

for some Lévy system \((b, A, M)\). Indeed, define the Lévy operator \( \mathcal{L}_{(b,A,M)} \) on \( C_0^2(\mathbb{R}^N; \mathbb{C}) \) by

\[
\mathcal{L}_{(b,A,M)} \varphi(x) = (b_j, \nabla \varphi(x))_{\mathbb{R}^N} + \frac{1}{2} \sum_{j,k=1}^{N} A_{j,k} \partial_j \partial_k \varphi(x)
\]

\[
+ \int \left( \varphi(x + y) - \varphi(x) - \textbf{1}_{\mathbb{R}^N(0,1)}(y)(\varphi, \nabla \varphi(x))_{\mathbb{R}^N} \right) M(dy).
\]
Using Fubini’s theorem and elementary Fourier theory, one can check that
\[(2\pi)^{-N} \int \hat{\phi}(\xi) \ell_{(b,A,M)}(-\xi) \, d\xi = L_{(b,A,M)}\phi(0),\]
and therefore one would know that
\[\int \hat{\phi}(\xi) \ell_\mu(-\xi) \, d\xi = \int \hat{\phi}(\xi) \ell_{(b,A,M)}(-\xi) \, d\xi \quad \text{for } \phi \in \mathcal{S}(\mathbb{R}; \mathbb{C}),\]
which is possible only if \(\ell_\mu = \ell_{(b,A,M)}\).

The proof that \(A_\mu \phi = L_{(b,A,M)}\phi(0)\) for some Lévy system \((b,A,M)\) relies on two facts, the most crucial of which is the simple observation that \(A_\mu \phi \geq 0\) if \(\phi \in \mathcal{S}(\mathbb{R}^N; \mathbb{R})\) satisfies \(\phi \geq \phi(0)\), a property that is reminiscent of the minimum principle for second order elliptic operators and is obvious from original expression for \(A_\mu \phi\). The second required fact is that \(A_\mu\) has a quasi-local property. Namely, if \(\phi \in \mathcal{S}(\mathbb{R}; \mathbb{C})\) and \(\varphi_R(x) = \varphi\left(\frac{x}{R}\right)\), then \(A_\mu \varphi_R \to 0\) as \(R \to \infty\). Verifying this property is most easily done by using the expression for the action of \(A_\mu\) in terms of \(\ell_\mu\). Finally, based on these two properties alone, one can show that \(A_\mu \phi = L_{(b,A,M)}\phi(0)\) for some \((b,A,M)\).

**Exercise 1.2.1.**

(i) Show that if \(\mu \in \mathcal{I}(\mathbb{R}^N)\), then \(e^{t \ell_\mu}\) is a characteristic function for each \(t > 0\).

(ii) Let \(\mu \in M_1(\mathbb{R}^N)\) and \(\{n_k : k \geq 1\} \subseteq \mathbb{Z}^+\) is a sequence that increases to \(\infty\). Show that if, for each \(k \geq 1\), there is an \(\mu_{\frac{1}{n_k}} \in M_1(\mathbb{R}^N)\) such that \(\mu = (\mu_{\frac{1}{n_k}})^{n_k}\), then \(\mu \in \mathcal{I}(\mathbb{R}^N)\).

(iii) Show that for each \(\alpha \in (0,2]\) there is a \(\mu \in \mathcal{I}(\mathbb{R}^N)\) for which \(e^{-|\xi|^\alpha}\) is the characteristic function. Thus, when combined with (iii) in Exercise 1.1.1, this proves that, for any \(t > 0\), \(e^{-t|\xi|^\alpha}\) is a non-negative definite function if and only \(\alpha \in (0,2]\).
CHAPTER 2

Gaussian Measures and Families

This chapter deals with some of the properties of Gaussian measures and families of Gaussian random variables.

2.1. Gaussian Measures on \( \mathbb{R} \)

The standard Gaussian measure on \( \mathbb{R} \) is the Borel probability measure \( \gamma_{0,1} \ll \lambda_{\mathbb{R}} \) with Randon–Nikodym derivative

\[
\frac{d\gamma_{0,1}}{d\lambda_{\mathbb{R}}}(x) = (2\pi)^{-\frac{1}{2}} e^{-\frac{x^2}{2}} \lambda_{\mathbb{R}}(dx).
\]

If \( b \in \mathbb{R} \) and \( a \geq 0 \), then the \( \gamma_{b,a} \in M_1(\mathbb{R}^N) \) is the distribution of \( b + \frac{1}{2} x \) under \( \gamma_{0,1} \). Thus, \( \gamma_{b,0} = \delta_b \), the unit point mass at \( b \), and if \( a > 0 \), then

\[
\gamma_{b,a}(dx) = (2\pi a)^{-\frac{1}{2}} e^{-\frac{(x-b)^2}{2a}} \lambda_{\mathbb{R}}(dx).
\]

It is easy to check that a real valued random variable with distribution \( \gamma_{b,a} \) has mean value \( b \) and variance \( a \). Some people say that such a random variable is Gaussian and others say it is normal, and we will sometimes use one term and sometimes the other term. Finally, the set \( N(b,a) \) will denote the set of normal random variables with mean \( b \) and variance \( a \).

The following lemma contains a few useful facts about Gaussian random variables.

**Lemma 2.1.1.** If \( a > 0 \) and \( X \in N(0,a) \), then

(2.1.1) \[ E[e^{\zeta X}] = e^{\frac{a\zeta^2}{2}} \text{ for all } \zeta \in \mathbb{C}, \]

(2.1.2) \[ E[e^{\frac{\alpha x^2}{2}}] = (1 - \alpha a)^{-\frac{1}{2}} \text{ for } \alpha \in [0,a^{-1}], \]

(2.1.3) \[ E[|X|^\alpha] = C_\alpha a^{\frac{\alpha}{2}} \text{ where } C_\alpha = \int |x|^\alpha \gamma_{0,1}(dx) \text{ for } \alpha \in [0,\infty), \]

and, for \( n \geq 1 \),

(2.1.4) \[ E[X^{2n-1}] = 0 \text{ and } E[X^{2n}] = \frac{(2n)!}{2^n n!} a^n = a^n \prod_{m=1}^{n} (2m-1). \]

Moreover, if \( \{X_n : n \geq 1\} \) is a sequence of Gaussian random variables and \( X_n \) converges in probability to \( X \), then \( X \) is Gaussian and \( E[|X_n - X|^p] \rightarrow 0 \) for all \( p \in [1,\infty) \).

**Proof.** When \( \zeta \in \mathbb{R} \), (2.1.1) follows by writing \( \zeta x - \frac{x^2}{2a} \) as

\[
\frac{(x - a\zeta)^2}{2a} + a\frac{\zeta^2}{2}
\]

and using the translation invariance of \( \lambda_{\mathbb{R}} \). To handle general \( \zeta \in \mathbb{C} \), note that both sides of the equation are entire functions that agree on \( \mathbb{R} \) and therefore on \( \mathbb{C} \).
To prove (2.1.2), set \( c = \frac{a}{1 - \alpha a} \), and observe that
\[
\mathbb{E}[e^{\frac{aX^2}{2}}] = (2\pi a)^{-\frac{1}{2}} \int \exp\left(-\frac{x^2}{2a}\right) dx = \left(\frac{c}{a}\right)^{\frac{1}{2}}.
\]

Since \( X \) has the same distribution as \( \frac{a}{2} \) times a standard normal random variable, (2.1.3) is trivial and (2.1.4) reduces to the case when \( a = 1 \). But, when \( a = 1 \), Theorem 1.1.4 justifies
\[
\sum_{m=0}^{\infty} \frac{\alpha^m}{m!} \mathbb{E}[X^m] = \mathbb{E}[e^{\alpha X}] = e^{\frac{\alpha^2}{2}} = \sum_{m=0}^{\infty} \frac{\alpha^{2m}}{2^m m!},
\]
from which (2.1.4) with \( a = 1 \) follows immediately.

Now suppose that \( X_n \in N(b_n, a_n) \) and that \( X_n \longrightarrow X \) is probability. Then, for all \( \xi \in \mathbb{R} \),
\[
e^{ib_n\xi - \frac{a_n\xi^2}{2}} = \mathbb{E}[e^{i\xi X_n}] \longrightarrow \mathbb{E}[e^{i\xi X}].
\]
In particular, \( ib_n - \frac{a_n}{2} \) converges in \( \mathbb{C} \), and so there exist \( b \in \mathbb{R} \) and \( a \geq 0 \) such that \( b_n \longrightarrow b \) and \( a_n \longrightarrow a \).

Thus \( X \in N(b, a) \). Furthermore, since \( b_n \longrightarrow b \), to see that \( \mathbb{E}[|X_n - X|^p] \longrightarrow 0 \), it suffices to do so when \( b_n = 0 \) for all \( n \). But, since \( \{a_n : n \geq 1\} \) is bounded, in that case, (2.1.2) says that there exists and \( \alpha > 0 \) such that
\[
\mathbb{E}[e^{\frac{\alpha X^2}{2}}] \leq \sup_{n \geq 1} \mathbb{E}[e^{\frac{\alpha X^2}{2}}] < \infty,
\]
and so \( \{X_n - X|^p : n \geq 1\} \) is a sequence of uniformly integrable functions that tend to 0 in probability. \( \Box \)

### 2.2. Cramér–Lévy Theorem

The following remarkable theorem was discovered by Cramér and Lévy. So far as I know, there is no truly probabilistic or real analytic proof of it.

**Theorem 2.2.1.** If \( X \) and \( Y \) are independent random variables whose sum is Gaussian, then each of them is Gaussian.

**Proof.** Without loss in generality, assume that \( X + Y \in N(0, 1) \).

Choose \( r > 0 \) so that \( \mathbb{P}(|X| \geq r) \vee \mathbb{P}(|Y| \geq r) \leq \frac{1}{r^2} \). Then
\[
\mathbb{P}(|X| \geq r + R) \leq 2 \mathbb{P}(|X| \geq r + R \& |Y| \leq r) \leq 2 \mathbb{P}(|X + Y| \geq R) \leq 4e^{-\frac{R^2}{2}},
\]
and similarly \( \mathbb{P}(|Y| \geq r + R) \leq 4e^{-\frac{R^2}{2}} \). Therefore \( \mathbb{E}[e^{\alpha X^2}] \vee \mathbb{E}[e^{\alpha Y^2}] < \infty \) for some \( \alpha > 0 \). Knowing that \( X \) and \( Y \) are integrable, one can reduce to the case when they have mean 0, and so we will proceed under that assumption.

Set \( f(\xi) = \mathbb{E}[e^{\xi X}] \) and \( g(\xi) = \mathbb{E}[e^{\xi Y}] \) for \( \xi \in \mathbb{C} \). Both \( f \) and \( g \) are entire functions whose product equals \( e^{\frac{\xi^2}{2}} \). In particular, neither of them vanishes anywhere, and so, by Lemma 1.2.1, there is an entire function \( \theta \) such that \( \theta(0) = 0 \), \( f(\xi) = e^{\theta(\xi)} \), and \( g(\xi) = \exp\left(\frac{\xi^2}{2} - \theta(\xi)\right) \). Furthermore, since \( \mathbb{E}[X] = 0 \) and therefore \( \theta'(0) = 0 \),
\[
\theta(\xi) = \sum_{n=2}^{\infty} c_n \xi^n \quad \text{where} \quad n!c_n = \partial_{\xi}^n \log \mathbb{E}[e^{\xi X}] \big|_{\xi=0} \in \mathbb{R}.
\]

Observe that, by Hölder’s inequality, \( \log f \) and \( \log g \) are convex functions of \( \xi \in \mathbb{R} \). Thus, since they and their first derivatives vanish at \( \xi = 0 \), they must be non-negative on \( \mathbb{R} \). That is,
\[
\theta(\xi) \geq 0 \leq \frac{\xi^2}{2} - \theta(\xi).
\]
Therefore, for $\zeta = \xi + i\eta$,
\[
e^{R\theta(\zeta)} = \Re^{\theta(\zeta)} \leq |\mathbb{E}[e^{\xi X}]| \leq e^{\theta(\xi)} \leq e^{\xi^2}
\]
and
\[
e^{\xi^2 - \eta^2 - R\theta(\zeta)} \leq e^{\xi^2 - \theta(\xi)},
\]
which means that $-\eta^2 \leq 2R\theta(\zeta) \leq \xi^2$ and therefore that $|R\theta(\zeta)| \leq \frac{\xi^2}{2}$.

Finally, by Cauchy’s Theorem, for $n > 2$ and any $r > 0$,
\[
2\pi n!c_n = r^{-n} \int_{0}^{2\pi} \theta(re^{it})e^{-int} dt = 2r^{-n} \int_{0}^{2\pi} R\theta(re^{it})e^{-int} dt
\]
since
\[
\int_{0}^{2\pi} \theta(re^{it})e^{-int} dt = \int_{0}^{2\pi} \theta(re^{it})e^{int} dt = 0.
\]
Thus $2\pi n!c_n \leq 2\pi r^{2-n}$ for all $r > 0$, which means that $c_n = 0$ for $n > 2$. Therefore $f(\zeta) = e^{c_n \zeta^2}$, which is possible only if $c_n \leq 0$. \(\square\)

In the following and elsewhere, I will employ the technique of symmetrization of a $\mu \in M_1(\mathbb{R})$. To describe this technique, define $\hat{\mu}$ by $\hat{\mu}(\Gamma) = \mu(-\Gamma)$. Then the symmetrization of $\mu$ is the measure $\mu \ast \hat{\mu}$. Equivalently, $\mu \ast \hat{\mu} = |\mu|^2$, and if $X$ and $Y$ are independent random variables with distribution $\mu$, then $X - Y$ has distribution $\mu \ast \hat{\mu}$. Obviously, $\mu \ast \hat{\mu}$ is even in the sense that it assigns $-\Gamma$ the same measure as it does $\Gamma$. Less obvious is the fact that integrability properties of $X$ are intimately related to those of $X - Y$. Specifically, let $\alpha$ be a median of $X$ (i.e., $\mathbb{P}(X \geq \alpha) \geq \frac{1}{2} \leq \mathbb{P}(X \leq \alpha)$). For any $R > 0$,
\[
\mathbb{P}(X \geq R + \alpha) \leq 2\mathbb{P}(X \geq R \land Y \leq \alpha) \leq 2\mathbb{P}(X - Y \geq R),
\]
and similarly $\mathbb{P}(X \leq -R + \alpha) \leq 2\mathbb{P}(X - Y \leq -R)$. Therefore $\mathbb{P}(|X - \alpha| \geq R) \leq 2\mathbb{P}(|X - Y| \geq R)$, and so
\[
\mathbb{E}[|X|^p]^{\frac{1}{p}} \leq 2^{\frac{1}{2}} \mathbb{E}[|X - Y|^\frac{1}{p}] + \alpha
\]
for all $p \in [1, \infty)$.

The following corollary, which is closely related to (iii) in Exercises 1.1.1 and 1.2.1, was proved originally by J. Marcinkiewicz.

**Corollary 2.2.2.** If $\hat{\mu}$ is the exponential of a polynomial, then $\mu$ is Gaussian.

**Proof.** By symmetrization and the Lévy–Cramer Theorem, we may assume that $\mu$ is even, and therefore that $\hat{\mu}(\xi) = e^{P(\xi)}$, where $P(\xi) = \sum_{m=0}^{n} c_{m} \xi^{2m}$ with $c_m \in \mathbb{R}$ for all $0 \leq m \leq n$. If $n = 0$, there is noting to do, and so we will assume that $n \geq 1$ and $c_n \neq 0$, in which case, since $|\hat{\mu}(\xi)| \leq 1$, it is clear that $c_n < 0$, and, by Theorem 1.1.4 we know that
\[
\mathbb{E}[e^{\xi X}] = e^{P(-i\xi)} \text{ for } \zeta \in \mathbb{C}.
\]

Now let $X$ be a random variable with distribution $\mu$, and take $\zeta_K = iKe^{\frac{\pi}{2n}}$, where $K > 0$. Then, on the one hand,
\[
|\mathbb{E}[e^{\xi X}]| = \exp(RP(K e^{i \frac{\pi}{2n}})) = \exp(-c_n K^{2n} + o(K^{2n})),
\]
and, on the other hand,
\[
|\mathbb{E}[e^{\zeta X}]| \leq |\mathbb{E}[e^{\zeta X}]| = \mathbb{E}[e^{-K^{2n}}]
\]
\[
= e^{P(i K e^{\frac{\pi}{2n}})} = \exp\left((-1)^n c_n K^{2n} \sin^2 \frac{\pi}{2} + o(K^{2n})\right).
\]
Hence $|c_n| \leq (-1)^n c_n \sin^2 \frac{\pi}{2n}$, which is possible only if $n = 1$. \(\square\)
2. GAUSSIAN MEASURES AND FAMILIES

By combining Corollary 2.2.2 with Theorem 1.1.10, one sees that the only non-negative definite functions which are the exponential of a polynomial are, apart from a multiplicative constant, characteristic functions of Gaussian random variables.

### 2.2.1. Cauchy’s Equation

A function \( f : \mathbb{R} \to \mathbb{R} \) is additive if \( f(x+y) = f(x) + f(y) \) for all \( x, y \in \mathbb{R} \). Cauchy asked which additive functions are additive. The following lemma provides a way to answer Cauchy’s question.

**Lemma 2.2.3.** Let \( \mu \in M_1(\mathbb{R}) \) and \( \alpha, \beta \in (0, 1) \) with \( \alpha^2 + \beta^2 = 1 \) be given. Then \( \mu \) is a centered Gaussian if and only if \( \hat{\mu}(\xi) = \hat{\mu}(\alpha \xi) \hat{\mu}(\beta \xi) \).

**Proof.** The necessity part is trivial.

Now assume the sufficiency condition. Using induction, one sees that, for any \( n \geq 0 \),

\[
\hat{\mu}(\xi) = \prod_{m=0}^{n} \hat{\mu}(\alpha^m \beta^{n-m} \xi)^{(\frac{n}{m})}.
\]

In particular, \( \hat{\mu} \) never vanishes and so there is a unique continuous choice of \( \log \hat{\mu}(\xi) \) which vanishes at \( \xi = 0 \).

First, suppose the \( t = \int x^2 \mu(dx) < \infty \). Then

\[
\int x \mu(dx) = \int (\alpha x + \beta y) \mu(dx) \mu(dy) = (\alpha + \beta) \int x \mu(dx),
\]

which, since \( \alpha + \beta > 1 \), means that \( \int x \mu(dx) = 0 \). In addition, for each \( \xi \in \mathbb{R} \),

\[
\log \hat{\mu}(\xi) = \sum_{m=0}^{n} \left( \begin{array}{c} n \\ m \end{array} \right) \log \left( \hat{\mu}(\alpha^m \beta^{n-m} \xi) \right)
= - \sum_{m=0}^{n} \left( \begin{array}{c} n \\ m \end{array} \right) \left( \frac{t \alpha^{2m} \beta^{2(n-m)} \xi^2}{2} + o(\alpha^{2m} \beta^{2(n-m)}) \right) \to -\frac{t \xi^2}{2}.
\]

Thus, it suffices to show that \( \int x^2 \mu(dx) < \infty \).

Next suppose that \( \mu \) is symmetric. Then \( \hat{\mu} > 0 \) everywhere and

\[
\log \hat{\mu}(1) = \sum_{m=0}^{n} \left( \begin{array}{c} n \\ m \end{array} \right) \log \left( \int \cos(\alpha^m \beta^{n-m} x) \mu(dx) \right).
\]

Hence, since \( 1-t \leq -\log t \) for \( t \in (0, 1] \),

\[
-\log \hat{\mu}(1) \geq \sum_{m=0}^{n} \left( \begin{array}{c} n \\ m \end{array} \right) \int (1 - \cos(\alpha^m \beta^{n-m} x)) \mu(dx).
\]

Because

\[
0 \leq \sum_{m=0}^{n} \left( \begin{array}{c} n \\ m \end{array} \right) (1 - \cos(\alpha^m \beta^{n-m} x)) \to \frac{x^2}{2},
\]

Fatou’s lemma implies that \( \int x^2 \mu(dx) \leq -2 \log(\hat{\mu}(1)) < \infty \).

Finally, for general \( \mu \)'s, let \( \nu \) be the symmetrization of \( \mu \), and note that \( \nu \) again satisfies the hypothesis. Hence \( \nu \) has a finite second moment and therefore so does \( \mu \).

Say that a function \( f : \mathbb{R} \to \mathbb{R} \) is a.e. additive if \( f(x+y) = f(x) + f(y) \) for \( \lambda_\mathbb{R} \)-almost every \( (x, y) \in \mathbb{R}^2 \).

**Theorem 2.2.4.** Let \( f : \mathbb{R} \to \mathbb{R} \) be a Borel measurable function. If \( f \) is additive, then \( f(x) = f(1)x \) for all \( x \in \mathbb{R} \). If \( f \) is a.e. additive, then there is an \( a \in \mathbb{R} \) such that \( f(x) = ax \) for \( \lambda_\mathbb{R} \)-almost every \( x \in \mathbb{R} \).
Proving. Assume that $f$ is additive. It is easy to check that $f(qx) = qf(x)$ for all $q \in \mathbb{Q}$ and $x \in \mathbb{R}$. Thus, if $f$ is continuous, then $f(x) = f(1)x$. Now assume that $f$ is locally $\lambda_2$-integrable, and choose $\rho \in C_c^\infty(\mathbb{R}; \mathbb{R})$ with total integral 1. Then $f \ast \rho$ is smooth and $f \ast \rho(x) = f(x) - \int f(y) \rho(y) \, dy$. Thus $f$ is smooth and therefore it is linear. In general, let $\mu$ be the distribution of $f$ under the standard Gaussian measure $\gamma_{0,1}$, and set $q_1 = \frac{3}{5}$ and $q_2 = \frac{4}{5}$. Then, because $q_1^2 + q_2^2 = 1$,

$$
\hat{\mu}(q_1 \xi) \hat{\mu}(q_2 \xi) = \int e^{i \xi (q_1 f(x) + q_2 f(y))} \gamma_{0,1}(dx) \gamma_{0,1}(dy) \\
= \int e^{i \xi (q_1 x + q_2 y)} \gamma_{0,1}(dx) \gamma_{0,1}(dy) = \hat{\mu}(\xi),
$$

and therefore, by Lemma 2.2.3 $\mu$ is a centered Gaussian measure. In particular,

$$
\int f(x)^2 \gamma_{0,1}(dx) = \int x^2 \mu(dx) < \infty,
$$

and so $f$ is locally integrable and therefore linear.

Now assume that $f$ is a.e. additive. The first step is to show that, for all $q_1, q_2 \in \mathbb{Q}^+$, $f(q_1 x + q_2 y) = q_1 f(x) + q_2 f(y)$ (a.e., $\lambda_2$). To this end, let $n \geq 1$, and assume that $f(n x + y) = n f(x) + f(y)$ (a.e., $\lambda_2$). Then, because the distribution of $(x, x + y)$ under $\lambda_2$ is equivalent to that of $(x, y)$,

$$
f((n + 1)x + y) = f(n x + (x + y)) = n f(x) + f(x + y) \\
= n f(x) + f(x) + f(y) = (n + 1)f(x) + f(y)
$$

for $\lambda_2$-a.e. $(x, y) \in \mathbb{R}^2$. Hence, by induction, for all $n \geq 1$, $f(nx + y) = n f(x) + f(y)$ for $\lambda_2$-a.e. $(x, y) \in \mathbb{R}^2$. At the same time, because the distribution of $(nx, y)$ under $\lambda_2$ is equivalent to that of $(x, y)$,

$$
f(nx) + f(y) = f(nx + y) = n f(x) + f(y) \quad \text{for } \lambda_2 \text{-a.e. } (x, y) \in \mathbb{R}^2,
$$

and so, by Fubini’s Theorem, $f(nx) = n f(x)$ (a.e., $\lambda_2$). Similarly, because the $\lambda_2$-distribution of $(\frac{x}{n}, y)$ is equivalent of that of $(x, y)$, for all $m, n \in \mathbb{Z}^+$, $f(\frac{m}{n} x) = \frac{m}{n} f(x)$ (a.e., $\lambda_2$). Finally, given $q_1, q_2 \in \mathbb{Q}^+$, the $\lambda_2$-distribution of $(q_1 x, q_2 y)$ is equivalent to that of $(x, y)$, and therefore

$$
f(q_1 x + q_2 y) = f(q_1 x) + f(q_2 y) = q_1 f(x) + q_2 f(y) \quad \text{for } \lambda_2 \text{-a.e. } (x, y) \in \mathbb{R}^2.
$$

To complete the proof, again take $q_1 = \frac{3}{5}$ and $q_2 = \frac{4}{5}$, and again consider the distribution $\mu$ of $f$ under $\gamma_{0,1}$. Then, just as before, $\hat{\mu}(\xi) = \hat{\mu}(q_1 \xi) \hat{\mu}(q_2 \xi)$, and therefore $f$ is locally $\lambda_2$-integrable. In addition, if $\rho \in C_c^\infty(\mathbb{R}; \mathbb{R})$ has total integral 1, then

$$
\hat{f}(x) \equiv f \ast \rho(x) + \int f(y) \rho(y) \, dy = f(x) \quad \text{for } \lambda_2 \text{-a.e. } x \in \mathbb{R}.
$$

In particular, for each $y$, $\hat{f}(x + y) = f(x + y)$ for $\lambda_2$-a.e. $x \in \mathbb{R}$, and from this and Fubini’s Theorem, it follows that $\hat{f}$ is a smooth additive function. Hence, $\hat{f}$ is linear, and so $f(x) = f(1)x$ for $\lambda_2$-a.e. $x \in \mathbb{R}$. \[qed\]

### 2.3. Gaussian Spectral Properties

The first goal here is to prove

$$
(2.3.1) \quad \int (\varphi - \langle \varphi, \gamma_{0,1} \rangle)^2 \, d\gamma_{0,1} \leq \|\varphi\|_{L^2(\gamma_{0,1}; \mathbb{R})}^2
$$

for $\varphi \in C^1(\mathbb{R}; \mathbb{R})$. A closely related inequality was used to great effect by H. Poincaré, and such inequalities have ever since been called a Poincaré inequality.
In the proof of (2.3.1), we will make use of the function
\[ p(t, x, y) = (2\pi(1 - e^{-t}))^{-\frac{1}{2}} \exp \left( -\frac{(y - e^{-\frac{t}{2}}x)^2}{2(1 - e^{-t})} \right) \]
for \((t, x, y) \in (0, \infty) \times \mathbb{R} \times \mathbb{R}\).

Observe that
\[ \int p(t, x, y) \, dy = 1 \]
and
\[ p(s + t, x, y) = \int p(s, x, \xi)p(t, \xi, y) \, d\xi \]
and
\[ \partial_t p(t, x, y) = \frac{1}{2} (\partial_x^2 - x \partial_x) p(t, x, y). \]

Hence, if \(P_t\) is the operator on \(C_b(\mathbb{R}; \mathbb{C})\) is given by
\[ P_t \varphi(x) = \int \varphi(y) p(t, x, y) \, dy, \]
then it is a contraction on \(C_b(\mathbb{R}; \mathbb{C})\) into itself, and \(P_{s+t} = P_t \circ P_s\). In addition,
\[ \partial_t P_t \varphi = LP_t \varphi \]
where \(L = \frac{1}{2} (\partial_x^2 - x \partial_x)\),
and so, if \(\varphi \in C_c^2(\mathbb{R}; \mathbb{C})\),
\[ \lim_{t \to 0} \frac{P_t \varphi - \varphi}{t} = L \varphi, \]
where the convergence is uniform on compacts. Probabilists call \(L\) the Ornstein–Uhlenbeck operator.

Note that
\[ p(t, x, y) \gamma_{0, 1}(dx) = (2\pi(1 - e^{-t}))^{-\frac{1}{2}} \exp \left( -\frac{\lambda R(\lambda x)}{2(1 - e^{-t})} \right) \lambda R(dx), \]
and so
\[ (\varphi, P_t \psi)_{L^2(\gamma_{0, 1}; \mathbb{R})} = (P_t \psi, \varphi)_{L^2(\gamma_{0, 1}; \mathbb{R})}. \]

In particular,
\[ \int P_t \varphi \, d\gamma_{0, 1} = (1, P_t \varphi)_{L^2(\gamma_{0, 1}; \mathbb{R})} = (P_t 1, \varphi)_{L^2(\gamma_{0, 1}; \mathbb{R})} = \int \varphi \, d\gamma_{0, 1}. \]

Next, by Jensen’s inequality, \(|P_t \varphi|^p \leq P_t |\varphi|^p\), and therefore
\[ \|P_t \varphi\|_{L^p(\gamma_{0, 1}; \mathbb{R})} \leq \|\varphi\|_{L^p(\gamma_{0, 1}; \mathbb{R})} \]
for \(p \in [1, \infty]\). Hence, \(P_t\) extends to \(L^2(\gamma_{0, 1}; \mathbb{R})\) as a self-adjoint contraction, and so \(\{P_t : t > 0\}\) can be viewed as a strongly continuous semigroup of self-adjoint contractions on \(L^2(\gamma_{0, 1}; \mathbb{R})\). Finally, note that
\[ \lim_{t \to \infty} P_t \varphi(x) = \int \varphi \, d\gamma_{0, 1} \quad \text{and} \quad \lim_{t \to 0} P_t \varphi = \varphi, \]
first uniformly on compacts for \(\varphi \in C_b(\mathbb{R}; \mathbb{C})\) and then in \(L^p(\gamma_{0, 1}; \mathbb{R})\) for \(p \in [1, \infty)\) and \(\varphi \in L^p(\gamma_{0, 1}; \mathbb{R})\).

The estimate (2.3.1) is equivalent to
\[ \|\varphi\|_{L^2(\gamma_{0, 1}; \mathbb{R})} \leq \|\varphi\|_{L^2(\gamma_{0, 1}; \mathbb{R})} \]
and it suffices to check it when \(\varphi \in \mathcal{S}(\mathbb{R}; \mathbb{R})\). Thus let \(\varphi \in \mathcal{S}(\mathbb{R}; \mathbb{R})\) be given, and observe that
\[ (P_t \varphi)'(x) = \partial_x \int \varphi(y + e^{-\frac{t}{2}}x) p(t, 0, y) \, dy = e^{-\frac{t}{2}} P_t \varphi'(x). \]
Using (2.3.3), integration by parts, and the preceding, conclude that
\[
\frac{d}{dt} (\phi, P_t \phi)_{L^2(\gamma_0, 1; \mathbb{R})} = (\phi, LP_t \phi)_{L^2(\gamma_0, 1; \mathbb{R})} = -\frac{1}{2} (\phi', (P_t \phi'))_{L^2(\gamma_0, 1; \mathbb{R})} = -\frac{e^{-\frac{t}{2}}}{2} (\phi', P_t \phi')_{L^2(\gamma_0, 1; \mathbb{R})}.
\]
Since
\[
\left| (\phi', P_t \phi')_{L^2(\gamma_0, 1; \mathbb{R})} \right| \leq \|\phi'\|_{L^2(\gamma_0, 1; \mathbb{R})} \|P_t \phi'\|_{L^2(\gamma_0, 1; \mathbb{R})} \leq \|\phi'\|_{L^2(\gamma_0, 1; \mathbb{R})}^2,
\]
\[
-\frac{d}{dt} (\phi, P_t \phi)_{L^2(\gamma_0, 1; \mathbb{R})} \leq e^{-\frac{t}{2}} \|\phi'\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.
\]
Integrating the preceding over \(t \in (0, \infty)\), one arrives at (2.3.1).

An important application of (2.3.1) is the following ergodic property of \(P_t \quad t > 0\). Namely, suppose that \(\langle \phi, \gamma_0, 1 \rangle = 0\). Then
\[
\frac{d}{dt} \|P_t \phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 = 2 (\phi, \mu)_{L^2(\gamma_0, 1; \mathbb{R})} = -\|P_t \phi'\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq -\|P_t \phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2,
\]
where the final inequality comes from (2.3.1) and the fact that \(\langle P_t \phi, \gamma_0, 1 \rangle = 0\). Hence, \(\|P_t \phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq e^{-t} \|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2\), and so, even if \(\langle \phi, \gamma_0, 1 \rangle \neq 0\),

(2.3.5) \[\|P_t \phi - \langle \phi, \gamma_0, 1 \rangle\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq e^{-t} \|\phi - \langle \phi, \gamma_0, 1 \rangle\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq e^{-t} \|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.\]

An important feature of Poincaré inequalities like (2.3.1) is their behavior when one takes products. Namely, suppose that \(\mu_j \in M_1(\mathbb{R}^N), j \in \{1, 2\}, \) and that
\[
\|\phi\|_{L^2(\mu_j, \mathbb{R})}^2 \leq c\|\nabla_j \phi\|_{L^2(\mu_j, \mathbb{R})}^2 + \langle \phi, \mu_j \rangle^2,
\]
where \(\nabla_j\) is the gradient for functions on \(\mathbb{R}^N\). Then, if \(N = N_1 + N_2\) and \(\mu = \mu_1 \times \mu_2\) on \(\mathbb{R}^N\), an application of Fubini’s Theorem shows that
\[
\|\phi\|_{L^2(\mu, \mathbb{R})}^2 \leq c\|\nabla \phi\|_{L^2(\mu, \mathbb{R})}^2 + \langle \phi, \mu \rangle^2,
\]
where \(\nabla\) is the gradient for functions on \(\mathbb{R}^N\). As a consequence, we now see that (2.3.1) implies, for any \(N \in \mathbb{Z}^+\)

(2.3.6) \[\|\phi - \langle \phi, \gamma_0, 1 \rangle\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq \|\nabla \phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.\]

Define
\[
P_t^{(N)} \phi (x) = \int_{\mathbb{R}^N} \phi(y) \prod_{j=1}^{N} p(t, x_j, y_j) \lambda_{\mathbb{R}^N} (dy)
\]
for \(\phi \in C_b(\mathbb{R}^N, \mathbb{C}).\) Then it is easy to check from (2.3.3) that \(\partial_t P_t^{(N)} \phi = L^{(N)} P_t^{(N)} \phi,\) where \(L^{(N)} \psi(x) = \frac{1}{2} (\Delta \psi(x) - \langle x, \nabla \psi(x) \rangle_{\mathbb{R}^N}).\) Thus, proceeding as we did in the derivation of (2.3.5), one finds that

(2.3.7) \[\|P_t^{(N)} \phi - \langle \phi, \gamma_0, 1 \rangle\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq e^{-t} \|\phi - \langle \phi, \gamma_0, 1 \rangle\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \leq e^{-t} \|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.\]

### 2.3.1. A Logarithmic Sobolev Inequality

It turns out that one can prove a slightly stronger inequality than (2.3.1). Namely,

(2.3.8) \[\int \phi^2 \log \frac{\phi^2}{\|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2} d\gamma_{0,1} \leq 2 \|\phi'\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.\]

This inequality was proved first by L. Gross who called it a logarithmic Sobolev inequality.

Obviously, (2.3.8) looks a lot like (2.3.1), especially when one rewrites it as

\[
\int \phi^2 \log \phi^2 d\gamma_{0,1} \leq 2 \|\phi'\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 + \|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2 \log \|\phi\|_{L^2(\gamma_0, 1; \mathbb{R})}^2.
\]
However, as Gross showed, it has regularity consequences similar to, albeit weaker than, a classical Sobolev inequality. To prove (2.3.8), let \( \varphi \) be a strictly positive element of \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \), and set \( \varphi_t = P_t \varphi \). Then, since \( \partial_t \varphi_t, \gamma_0,1 = 0 \),

\[
\frac{d}{dt} \langle \varphi_t \log \varphi_t, \gamma_0,1 \rangle = \langle L \varphi_t \log \varphi_t, \gamma_0,1 \rangle = -\frac{1}{2} \langle (\varphi_t')^2, \gamma_0,1 \rangle = -\frac{e^{-t}}{2} \langle \frac{(P_t \varphi')^2}{P_t \varphi}, \gamma_0,1 \rangle.
\]

Observe that, by Schwarz’s inequality,

\[
(P_t \varphi')^2 = \left( P_t \left( \frac{\varphi'}{\varphi} \right)^2 \right) \leq (\varphi')^2 \varphi P_t \varphi,
\]

and therefore

\[
\frac{d}{dt} \langle \varphi_t \log \varphi_t, \gamma_0,1 \rangle \geq -\frac{e^{-t}}{2} \langle P_t \left( (\varphi')^2 \varphi \right), \gamma_0,1 \rangle = -\frac{e^{-t}}{2} \langle (\varphi')^2, \gamma_0,1 \rangle.
\]

After integrating over \( t \in (0, \infty) \), one has that

\[
\langle \varphi \log \varphi, \gamma_0,1 \rangle \leq \frac{1}{2} \langle (\varphi')^2, \gamma_0,1 \rangle + \langle \varphi, \gamma_0,1 \rangle \log \langle \varphi, \gamma_0,1 \rangle.
\]

Knowing this inequality for strictly positive \( \varphi \)'s in \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \), it is obvious that it extends to non-negative \( \varphi \)'s in \( C^1_0(\mathbb{R}; \mathbb{R}) \). Finally, given a \( \varphi \in C^2(\mathbb{R}; \mathbb{R}) \), apply the inequality to \( \varphi^2 \) and thereby arrive at (2.3.8).

To see that (2.3.8) is optimal, suppose that it holds with \( 2\| \varphi' \|_{L^2(\gamma_0,1; \mathbb{R})} \) replaced by \( c\| \varphi' \|_{L^2(\gamma_0,1; \mathbb{R})} \), and take \( \varphi = e^{\alpha \frac{x^2}{2}} \) for \( \alpha \in (0, 1) \). Show that

\[
\langle \varphi^2 \log \varphi^2, \gamma_0,1 \rangle = \frac{\alpha}{2(1 - \alpha)^2}, \quad \langle \varphi^2, \gamma_0,1 \rangle = (1 - \alpha)^{-\frac{1}{2}}, \quad \| \varphi' \|_{L^2(\gamma_0,1; \mathbb{R})}^2 = \frac{\alpha^2}{4(1 - \alpha)^{\frac{3}{2}}},
\]

and conclude that \( \alpha \leq \frac{2}{3}(1 - \alpha)^{\frac{1}{2}} \log(1 - \alpha) \). Now let \( \alpha \to 1 \) to see that \( c \geq 2 \).

The regularity result alluded to above was discovered by E. Nelson and is called hypercontraction. It states that the semigroup \( \{ P_t : t > 0 \} \) (cf. (2.3.2)) is smoothing in the sense that

\[
\| P_t \varphi \|_{L^p(\gamma_0,1; \mathbb{R})} \leq \| \varphi \|_{L^p(\gamma_0,1; \mathbb{R})} \quad \text{when} \quad p \in (1, \infty) \quad \text{and} \quad q(t) = 1 + (p - 1)e^t
\]

Gross’s proof of this from (2.3.8) is the following. Let a uniformly positive \( \varphi \in C^1_0(\mathbb{R}; \mathbb{R}) \) be given, and set \( \varphi_t = P_t \varphi \) and \( F(t) = \| \varphi_t \|_{L^p(\gamma_0,1; \mathbb{R})} \). Then, with \( \dot{q} = \frac{d\varphi}{dt} \), one sees that

\[
\frac{dF}{dt} = -\frac{\dot{\varphi}}{\varphi} F \log F + \frac{\dot{\varphi}}{\varphi} \langle \varphi \log \varphi, \gamma_0,1 \rangle + F^{1-q} \langle \varphi_t \log \varphi_t, \gamma_0,1 \rangle + F^{1-q} \langle \varphi_t \log \varphi_t, \gamma_0,1 \rangle
\]

\[
= \frac{F^{1-q}}{\varphi} \left[ \dot{\varphi} \left( \langle \varphi \log \varphi, \gamma_0,1 \rangle - \frac{q - 1}{2} \langle (\varphi')^2, \gamma_0,1 \rangle \right) \right].
\]

Since \( \dot{q} = q - 1 \) and \( \varphi_t^{q-1}(\varphi_t) = \frac{4}{q^2} (\dot{\psi}^t) \), the bracketed expression equals

\[
(q - 1) \left[ \langle \varphi_t^2 \log \varphi_t^2, \gamma_0,1 \rangle - 2\| \varphi_t \|_{L^2(\gamma_0,1; \mathbb{R})}^2 \right],
\]

which, by (2.3.8) is less than or equal to 0. Hence \( F \) is non-increasing, and so (2.3.9) holds.

Notice that, because \( P_{s+t} = P_t \circ P_s \) and \( q(s + t) = 1 + (q(s) - 1)e^t \), (2.3.9) implies that \( \| P_t \varphi \|_{L^p(\gamma_0,1; \mathbb{R})} \) is a non-decreasing function of \( t \geq 0 \), and therefore Gross’s computation shows that (2.3.9) is equivalent to (2.3.8). In particular, \( q(t) \) cannot be replaced by \( 1 + (p - 1)e^t \) for any \( c > 1 \). In fact, by direct computation
of $\|\varphi\|_{L^p(\gamma_{0,1}; \mathbb{R})}$ and $\|\varphi\|_{L^q(\gamma_{0,1})}$ when $\varphi = e^{\alpha x}$, one can show that, for any $q > q(t)$ there is a $\varphi \in L^p(\gamma_{0,1}; \mathbb{R})$ for which $\|P_t \varphi\|_{L^q(\gamma_{0,1}; \mathbb{R})} = \infty$.

Just as was the case for the Poincaré inequality, one can use Fubini’s theorem to check that (2.3.8) implies

$$\int_{\mathbb{R}^N} \varphi^2 \log \frac{\varphi^2}{\|\varphi\|^2_{L^2(\gamma_{0,1}; \mathbb{R})}} d\gamma_{0,1} \leq 2 \|\nabla \varphi\|^2_{L^2(\gamma_{0,1}; \mathbb{R})}$$

for $\varphi \in C^2(\mathbb{R}^N; \mathbb{R})$. Thus, by Gross’s argument, one knows that (2.3.11) implies

$$\| P_t^{(N)} \varphi \|_{L^p(\gamma_{0,1}; \mathbb{R})} \leq \| \varphi \|_{L^p(\gamma_{0,1}; \mathbb{R})} \text{ when } p \in (1, \infty) \text{ and } q(t) = 1 + (p - 1)e^t.$$

Because his goal was to construct quantum fields on infinite dimensional spaces, Nelson’s interest in these matters was their dimension independence. Given a Borel measurable function $V : \mathbb{R}^N \rightarrow \mathbb{R}$ which is the upper bound for the spectrum of the Schrödinger operator

$$L(\varphi) = \frac{1}{2} \Delta \varphi - \varphi + V$$

on $L^2(\gamma_{0,1}; \mathbb{R})$, and what he showed is that

$$\Lambda(V) = \sup \{ \langle V \varphi, \gamma_{0,1} \rangle^2 - \frac{1}{2} \|\nabla \varphi\|^2_{L^2(\gamma_{0,1}; \mathbb{R})} : \varphi \in C^1(\mathbb{R}^N; \mathbb{R}) \text{ with } \|\varphi\|_{L^2(\gamma_{0,1}; \mathbb{R})} = 1 \},$$

which is the upper bound for the spectrum of the Schrödinger operator

$$L(\varphi) + V = \frac{1}{2} \Delta (x, \nabla)_{\mathbb{R}^N} + V$$

on $L^2(\gamma_{0,1}; \mathbb{R})$, and what he showed is that

$$\Lambda(V) \leq \frac{1}{4} \log \langle e^{4V}, \gamma_{0,1} \rangle.$$

Although Nelson based his proof of (2.3.13) on (2.3.11), it can be seen as a direct consequence of (2.3.10) combined with the following interesting variational formula. Given a pair of probability measures $\mu$ and $\nu$ on a measurable space $(E, \mathcal{F})$, define the relative entropy $H(\nu|\mu)$ of $\nu$ with respect to $\mu$ by

$$H(\nu|\mu) = \begin{cases} \int f \log f \, d\mu & \text{if } \nu \ll \mu \text{ and } f = \frac{d\nu}{d\mu} \\ \infty & \text{if } \nu \not\ll \mu. \end{cases}$$

Because $t \log t$ is a convex function of $t \in [0, \infty)$, Jensen’s inequality implies that, for each $\mu$, $H(\nu|\mu)$ is a non-negative, convex function of $\nu$ and that it is 0 when $\mu = \mu$. Less obvious is the fact that

$$\|\nu - \mu\|^2_{\text{var}} \leq 2H(\nu|\mu),$$

where $\| \cdot \|_{\text{var}}$ is the variation norm. One need only check this when $H(\nu|\mu) < \infty$, in which case $\|\nu - \mu\|_{\text{var}} = \|f - 1\|_{L^1(\mu; \mathbb{R})}$ where $f = \frac{d\nu}{d\mu}$. At this point one needs the inequality

$$3(t - 1)^2 \leq (4 + 2t)(t \log t - t + 1) \text{ for } t \geq 0.$$

To prove this inequality, let $g(t)$ be the right hand side minus the left hand side, and check that $g$ is a convex function for which $g(1) = g'(1) = 0$. Now apply this inequality to see that

$$3\|f - 1\|^2_{L^1(\mu)} \leq \|(4 + 2f)^\frac{3}{2} (f \log f - f + 1)^\frac{3}{2}\|^2_{L^1(\mu; \mathbb{R})} \leq \langle 4 + 2f, \mu \rangle \langle f \log f - f + 1, \mu \rangle = 6H(\nu|\mu).$$

**Lemma 2.3.1.** Let $B(E; \mathbb{R})$ denote the space of bounded, $\mathcal{F}$-measurable $\mathbb{R}$-valued functions on $E$, and, for any probability measures $\mu$ and $\nu$ on $(E, \mathcal{F})$, set

$$I_\mu(\nu) = \sup \{ \langle \varphi, \nu \rangle - \log \langle e^\varphi, \mu \rangle : \varphi \in B(E; \mathbb{R}) \}.$$
Then \( H(\nu|\mu) = I_\mu(\nu) \).

Before proving Lemma 2.3.1, notice that Lemma 2.3.13 is a relatively easy consequence of Lemma 2.3.10 combined with Lemma 2.3.1 applied to \( \mu = \gamma_{0,1}^N \). Namely, given \( \varphi \in C^1(\mathbb{R}; \mathbb{R}) \) with \( ||\varphi||_{L^2(\gamma_{0,1}; \mathbb{R})} = 1 \), set \( f = \varphi^2 \) and take \( d\nu = f d\mu \). Then \( H(\nu|\gamma_{0,1}^N) = \langle \varphi^2 \log \varphi^2, \gamma_{0,1}^N \rangle \leq 2 ||\nabla \varphi||_{L^2(\gamma_{0,1}; \mathbb{R})} \), and so, if \( V \) is bounded, then

\[
2 ||\nabla \varphi||_{L^2(\gamma_{0,1}; \mathbb{R})} \leq 4 \langle V \varphi^2, \gamma_{0,1}^N \rangle - \log \langle e^{4V}, \gamma_{0,1}^N \rangle,
\]

which means that

\[
\frac{1}{4} \log \langle e^{4V}, \gamma_{0,1}^N \rangle \geq \langle V \varphi^2, \gamma_{0,1}^N \rangle - \frac{1}{2} ||\nabla \varphi||_{L^2(\gamma_{0,1}; \mathbb{R})}^2,
\]

which proves Lemma 2.3.13 for bounded \( V \)'s. Finally, knowing it for bounded \( V \)'s, it is easy to extend it to \( V \)'s which are bounded either above or below.

**Proof of Lemma 2.3.1** First note that \( \nu \sim I_\mu(\nu) \) is non-negative and convex. Further, because, by Jensen’s inequality, \( \langle \varphi, \mu \rangle \leq \log \langle e^\varphi, \mu \rangle, I_\mu(\mu) = 0 \).

Next, given \( \theta \in (0, 1) \), set \( \nu_\theta = (1 - \theta)\nu + \theta\mu \). Then, because \( H(\mu|\mu) = 0 \), convexity implies \( H(\nu_\theta|\mu) \leq (1 - \theta) H(\nu|\mu) \). On the other hand,

\[
\nu \not\ll \mu \implies \nu_\theta \not\ll \mu \implies H(\nu_\theta|\mu) = \infty,
\]

and if \( d\nu = f d\mu \), then \( d\nu_\theta = f_\theta d\mu \), where \( f_\theta = (1 - \theta)f + \theta \), and therefore, since \( \log \) is non-decreasing and concave,

\[
H(\nu_\theta|\mu) = \langle f_\theta \log f_\theta, \mu \rangle = \theta \langle \log f_\theta, \mu \rangle + (1 - \theta) \langle f \log f_\theta, \mu \rangle \geq \theta \log \theta + (1 - \theta)^2 H(\nu|\mu).
\]

Hence \( H(\nu|\mu) = \lim_{\theta \to 0} H(\nu_\theta|\mu) \).

We now show that \( I_\mu(\mu) \leq H(\nu|\mu) \), and clearly we need do so only when \( H(\nu|\mu) < \infty \) and therefore \( d\nu = f d\mu \). If \( f \) is everywhere positive, then, by Jensen’s inequality,

\[
\exp \left( \langle \varphi, \nu \rangle - H(\nu|\mu) \right) = \exp \left( \langle \varphi - \log f, \nu \rangle \right) \leq \left( \frac{e^\varphi}{f} \right)^{\nu(\mu)} = \langle e^\varphi, \mu \rangle,
\]

and so \( \langle \varphi, \nu \rangle - \log \langle e^\varphi, \mu \rangle \leq H(\nu|\mu) \). If \( f \) can vanish, consider \( \nu_\theta \), and, after letting \( \theta \to 0 \), conclude that this inequality continues to hold, and therefore that \( I_\mu(\nu) \leq H(\nu|\mu) \).

In proving that \( H(\nu|\mu) \leq I_\mu(\nu) \), we will assume \( I_\mu(\nu) < \infty \). The first step is to show that \( \nu \not\ll \mu \). Thus, suppose \( \Gamma \in \mathcal{F} \) with \( \mu(\Gamma) = 0 \), and, given \( r > 0 \), set \( \varphi_r = r1_{\Gamma} \). Then

\[
I_\mu(\nu) \geq \langle \varphi_r, \nu \rangle - \log \langle e^{\varphi_r}, \mu \rangle = r\nu(\Gamma),
\]

for all \( r > 0 \), and so \( \nu(\Gamma) = 0 \). Now assume that \( d\nu = f d\mu \). If \( f \) is bounded and uniformly positive, then \( \log f \in B(E; \mathbb{R}) \), and so

\[
I_\mu(\nu) \geq \langle \log f, \nu \rangle - \log \langle f, \mu \rangle = H(\nu|\mu).
\]

If \( f \) is uniformly positive and not necessarily bounded, set \( f_n = f \land n \). Then, since \( \lim_{n \to \infty} \langle f_n, \mu \rangle = 1 \),

\[
H(\nu|\mu) = \lim_{n \to \infty} \langle \log f_n, \nu \rangle = \lim_{n \to \infty} (\langle \log f_n, \nu \rangle - \langle \log f_n, \mu \rangle) \leq I_\mu(\nu)
\]

Finally if \( f \) can vanish,

\[
H(\nu_\theta|\mu) \leq I_\mu(\nu_\theta) \leq (1 - \theta) I_\mu(\nu),
\]

and so \( H(\nu|\mu) \leq I_\mu(\nu) \). 

\[\Box\]
2.3.2. Hermite Polynomials. For $n \geq 0$, set $H_n(x) = (-1)^n e^{-x^2} \partial_x^n e^{-x^2}$. Then $\partial H_n(x) = x H_n(x) - H_{n+1}$, and so $H_{n+1} = a_+ H_n$, where $a_+ = x - \partial_x$ is the \textit{raising operator}. Proceeding by induction, one sees that $H_n$ is an $n$th order polynomial, known as the $n$th unnormalized \textit{Hermite polynomial}, for which 1 is the coefficient of $x^n$ and $H_n(-x) = (-1)^n H_n(x)$. Next, observe

$$
(2.3.15) \quad \left( a_+ \varphi, \psi \right)_{L^2(\gamma_0; \mathbb{R})} = \left( \varphi, \partial \psi \right)_{L^2(\gamma_0; \mathbb{R})}
$$

for $\varphi, \psi \in C^1(\mathbb{R}; \mathbb{C})$ whose derivatives have at most exponential growth. Hence, if $m \leq n$, then

$$
(H_n, H_m)_{L^2(\gamma_0; \mathbb{R})} = \left( a_+^m H_0, H_m \right)_{L^2(\gamma_0; \mathbb{R})} = \left( H_0, \partial^m H_m \right)_{L^2(\gamma_0; \mathbb{R})} = n! \delta_{m,n},
$$

and therefore $\|H_n\|_{L^2(\gamma_0; \mathbb{R})} = (n!)^{\frac{1}{2}}$ and $\{H_n : n \geq 0\}$ is an orthogonal sequence in $L^2(\gamma_0; \mathbb{R})$. In addition, for $n \geq 1$,

$$
(\partial H_n, H_m)_{L^2(\gamma_0; \mathbb{R})} = (H_n, a_+ H_m)_{L^2(\gamma_0; \mathbb{R})} = \begin{cases} n! & \text{if } m = n - 1 \\ 0 & \text{if } m \neq n - 1. \end{cases}
$$

Since $\partial H_n$ is in the span of $\{H_m : 0 \leq m < n\}$, $\partial H_n = \sum_{m=0}^{n-1} \alpha_m H_m$ for some $\{\alpha_m : 0 \leq m < n\} \subseteq \mathbb{R}$. By taking inner products in $L^2(\gamma_0; \mathbb{R})$, one finds that $\alpha_m = 0$ for $m < n - 1$ and $(n-1)! \alpha_{n-1} = n!$ and thereby concludes that $\partial H_n = n H_{n-1}$.

Summarizing, our results thus far,

$$
(2.3.16) \quad (x - \partial)H_n = H_{n+1}, \partial H_n = n H_{n-1}, \quad (H_n, H_m)_{L^2(\gamma_0; \mathbb{R})} = n! \delta_{m,n}.
$$

In particular,

$$
(2.3.17) \quad LH_n = -\frac{n}{2} H_n,
$$

where $L = \frac{1}{2}(\partial^2 - x \partial)$ is the Ornstein–Uhlenbeck operator.

To show that $\{H_n : n \geq 0\}$ is a basis in $L^2(\gamma_0; \mathbb{R})$, use the exponential Taylor’s series to see that

$$
(2.3.18) \quad e^{\zeta x - \zeta^2} = \sum_{n=0}^{\infty} \frac{\zeta^n}{n!} H_n(x) \quad \text{for} \quad (\zeta, x) \in \mathbb{C} \times \mathbb{R},
$$

where the convergence is uniform on compact subsets. In addition, using the preceding computations, one sees that, as a function of $x$, the convergence is in $L^2(\gamma_0; \mathbb{R})$ uniformly for $\zeta$ is compact. Now suppose that $\varphi \in L^2(\gamma_0; \mathbb{R})$ is orthogonal to $\{H_n : n \geq 0\}$, and set $\psi(x) = (2\pi)^{-\frac{1}{2}} e^{-\zeta^2} \varphi(x)$. Then, $\psi \in L^1(\lambda_0; \mathbb{R}) \cap L^2(\lambda_0; \mathbb{R})$, and, by (2.3.18) with $\zeta = i \xi$,

$$
\hat{\psi}(\xi) = e^{-\frac{\xi^2}{2}} \sum_{n=0}^{\infty} \frac{(i \xi)^n}{n!} \left( \varphi, H_n \right)_{L^2(\gamma_0; \mathbb{R})} = 0,
$$

and so $\psi$, and therefore $\varphi$, vanish (a.e.,$\lambda_0$). Hence, we now know that if $\tilde{H}_n = \frac{H_n}{\sqrt{n!}}$ is the normalized $n$th Hermite polynomial, then $\{\tilde{H}_n : n \geq 0\}$ is an orthonormal basis in $L^2(\gamma_0; \mathbb{R})$ consisting of eigenfunctions for the Ornstein–Uhlenbeck operator.

Define the operators $\{P_t : t > 0\}$ as in (2.3.2), and recall that $\partial_t P_t \varphi = LP_t \varphi$. In addition, using the semigroup property, check that $LP_t \varphi = t P_t \varphi$ for $\varphi \in C^2(\mathbb{R}; \mathbb{C})$ whose second derivative has at most polynomial growth. Thus, by (2.3.17), $\partial_t P_t H_n = -\frac{\partial}{\partial t} P_t H_n$, and so $P_t H_n = e^{-\frac{\partial}{\partial t}} H_n$. Now let $\varphi \in L^2(\gamma_0; \mathbb{R})$ be given. Then

$$
\varphi = \sum_{n=0}^{\infty} \frac{\left( \varphi, H_n \right)_{L^2(\gamma_0; \mathbb{R})}}{n!} H_n,
$$

where $|\varphi|_{L^2(\gamma_0; \mathbb{R})} = \left( \sum_{n=0}^{\infty} \frac{\left( \varphi, H_n \right)_{L^2(\gamma_0; \mathbb{R})}^2}{n!} \right)^{\frac{1}{2}}$.
where the convergence is in \(L^2(\gamma_0; \mathbb{R})\), and so, since \(P_t\) is self-adjoint on \(L^2(\gamma_0; \mathbb{R})\),

\[
P_t \varphi = \sum_{n=0}^{\infty} \frac{e^{-\frac{x^2}{2}} (\varphi; H_n)_{L^2(\gamma_0; \mathbb{R})}}{n!} H_n \quad \text{for } \varphi \in L^2(\gamma_0; \mathbb{R}),
\]

where the convergence is in \(L^2(\gamma_0; \mathbb{R})\).

### 2.3.3. Hermite Functions

For \(n \geq 0\), the \(n\)th unnormalized Hermite function \(h_n\) is given by \(h_n(x) = e^{-\frac{x^2}{2}} H_n(2^{\frac{1}{2}}x)\). Using (2.3.16), one can check that

\[
(x - \partial)h_n = 2^{\frac{1}{2}} h_{n+1}, \quad (x + \partial)h_n = 2^{\frac{1}{2}} n h_{n-1}, \quad (h_n, h_m)_{L^2(\lambda_\gamma; \mathbb{R})} = \pi^{\frac{1}{2}} n! \delta_{m,n},
\]

and therefore that

\[
H h_n = -\left(n + \frac{1}{2}\right) h_n \quad \text{where } H = \frac{1}{2} (\partial^2 - x^2).
\]

Mathematicians call \(H\) the Hermite operator, and physicists call it the one dimensional harmonic oscillator Hamiltonian. It is easy to check that \(h_n \in \mathcal{S}(\mathbb{R}; \mathbb{R})\) and, because \(\{H_n : n \geq 0\}\) is an orthogonal basis in \(L^2(\gamma_0; \mathbb{R})\), \(\{h_n : n \geq 0\}\) is an orthogonal basis in \(L^2(\lambda_\gamma; \mathbb{R})\) consisting of eigenfunctions for \(H\).

**Lemma 2.3.2.** For each \(n \geq 0\), \(\widehat{h}_n = i^n (2\pi)^{\frac{1}{2}} h_n\).

**Proof.** First note that \(\widehat{h}_0 = (2\pi)^{\frac{1}{2}} h_0\). Next, assume that \(\widehat{h}_n = i^n (2\pi)^{\frac{1}{2}} h_n\), and conclude that

\[
2^{\frac{1}{2}} \widehat{h}_{n+1}(\xi) = \int e^{i \xi x} h_n(x) \, dx - \int e^{i \xi x} h_n'(x) \, dx = -i \partial_\xi \widehat{h}_n(\xi) + i \xi \widehat{h}_n(\xi)
\]

\[
= i^{n+1} (2\pi)^{\frac{1}{2}} (\xi - \partial_\xi) h_n(\xi) = i^{n+1} 2^{\frac{1}{2}} (2\pi)^{\frac{1}{2}} h_{n+1}(\xi).
\]

After multiplying both sides of (2.3.21) by \(2 h_n\) and integrating, we know that

\[
\|x h_n\|_{L^2(\lambda_\gamma; \mathbb{R})}^2 + \|h_n'\|_{L^2(\lambda_\gamma; \mathbb{R})}^2 = (2n + 1) \|h_n\|_{L^2(\lambda_\gamma; \mathbb{R})}^2 = (2n + 1) \pi^{\frac{1}{2}} n!,
\]

and therefore

\[
\int (1 + x^2) h_n(x)^2 \, dx \leq 2(n + 1) \pi^{\frac{1}{2}} n!.
\]

As a consequence of this and Schwarz’s inequality,

\[
\|h_n\|_{L^1(\lambda_\gamma; \mathbb{R})} = \int (1 + x^2)^{-\frac{1}{2}} (1 + x^2)^{\frac{1}{2}} |h_n(x)| \, dx \leq \pi^{\frac{1}{2}} (2(n + 1) \pi^{\frac{1}{2}} n!)^{\frac{1}{2}},
\]

and so

\[
\|h_n\|_{L^1(\lambda_\gamma; \mathbb{R})} \leq 2^{\frac{1}{2}} \pi^{\frac{1}{2}} (n + 1)^{\frac{1}{2}} (n!)^{\frac{1}{2}}.
\]

At the same time, by Lemma 2.3.2 we have that

\[
\|h_n\|_u = (2\pi)^{-\frac{1}{2}} \|\widehat{h}_n\|_u \leq (2\pi)^{-\frac{1}{2}} \|h_n\|_{L^1(\lambda_\gamma; \mathbb{R})}
\]

and so

\[
(2.3.22) \quad \|h_n\|_u \leq \pi^{\frac{1}{4}} ((n + 1)!)^{\frac{1}{2}},
\]

from which it follows that

\[
(2.3.23) \quad |H_n(x)| \leq \pi^{\frac{1}{2}} ((n + 1)!)^{\frac{1}{2}} e^{\frac{x^2}{2}}.
\]
Define the operator $Q_t$ for $t > 0$ and $\varphi \in L^2(\lambda_t; \mathbb{R})$ by

\begin{equation}
Q_t \varphi = \frac{e^{-\frac{t}{2}}}{\pi^\frac{3}{2}} \sum_{n=0}^{\infty} e^{-nt} \frac{\langle \varphi, h_n \rangle_{L^2(\lambda_t; \mathbb{R})}}{n!} h_n.
\end{equation}

Using the properties of $\{h_n : n \geq 0\}$ in (2.3.20), one can check that $\{Q_t : t > 0\}$ is a semigroup of self-adjoint operators and that $\|Q_t \varphi\|_{L^2(\lambda_t; \mathbb{R})} \leq e^{-\frac{t}{2}} \|\varphi\|_{L^2(\lambda_t; \mathbb{R})}$. In addition, if $\varphi \in \mathcal{S}(\mathbb{R}^3; \mathbb{C})$, then (2.3.21) says that

\begin{equation}
\partial_t Q_t \varphi = e^{-\frac{t}{2}} \sum_{n=0}^{\infty} e^{-nt} \frac{\langle \varphi, Hh_n \rangle_{L^2(\lambda_t; \mathbb{R})}}{n!} h_n.
\end{equation}

and so

\begin{equation}
\partial_t Q_t \varphi = Q_t H \varphi \text{ for } \varphi \in \mathcal{S}(\mathbb{R}^3; \mathbb{C}).
\end{equation}

Recall that for $\varphi \in C_b(\mathbb{R}^3; \mathbb{R})$,

\[
\int p(t, x, y) \varphi(y) \, dy = \sum_{n=0}^{\infty} e^{-nt} \frac{\langle \varphi, H_n \rangle_{L^2(\gamma_0; 1; \mathbb{R})}}{n!} H_n(x)
\]

where $p(t, x, y) = (2\pi(1 - e^{-t}))^{-\frac{1}{2}} \exp \left(-\frac{(y - e^{-\frac{t}{2}} x)^2}{2(1 - e^{-t})}\right)$.

Using the estimate (2.3.23), observe that, for each $\epsilon > 0$, the series

\[
\sum_{n=0}^{\infty} e^{-nt} \frac{H_n(x)H_n(y)}{n!}
\]

is absolutely convergence uniformly for $t \geq \epsilon$ and $(x, y)$ in compacts. Thus

\[
(1 - e^{-t})^{-\frac{1}{2}} \exp \left(-\frac{(y - e^{-\frac{t}{2}} x)^2}{2(1 - e^{-t})}\right) = \sum_{n=0}^{\infty} e^{-nt} \frac{H_n(x)H_n(y)}{n!} e^{-\frac{x^2}{2}},
\]

and so,

\[
(1 - e^{-t})^{-\frac{1}{2}} \exp \left(-\frac{e^{-t} y^2 - 2e^{-\frac{t}{2}} xy + e^{-t} y^2}{2(1 - e^{-t})}\right) = \sum_{n=0}^{\infty} e^{-nt} \frac{H_n(x)H_n(y)}{n!}.
\]

Equivalently, if $\theta \in \{z : \Re z \in (-1, 1)\}$,

\[
M(\theta, x, y) = (2\pi(1 - \theta^2))^{-\frac{1}{2}} \exp \left(-\frac{(\theta x)^2 - 2\theta xy + (\theta y)^2}{2(1 - \theta^2)}\right),
\]

then

\begin{equation}
M(\theta, x, y) = \sum_{n=0}^{\infty} \theta^n \frac{H_n(x)H_n(y)}{n!},
\end{equation}

first for $\theta \in (0, 1)$ and then, by analytic continuation, for $\theta \in \mathbb{C}$ with $\Re \theta \in (-1, 1)$.

The function $M(\theta, x, y)$ is called the Mehler kernel, and (2.3.26) is one of the many formulas in which it appears. Another formula in which it plays a role is in connection with the semigroup $\{Q_t : t > 0\}$. Namely, notice that the estimate (2.3.22) guarantees that, each $\epsilon > 0$, the series

\[
\sum_{n=0}^{\infty} e^{-nt} \frac{h_n(x)h_n(y)}{n!}
\]
absolutely uniformly for $t \geq \epsilon$ and $(x, y) \in \mathbb{R}^2$. Moreover,
\[
\sum_{n=0}^{\infty} e^{-nt} \frac{\varphi_n(x) \varphi_n(y)}{n!} = M(e^{-t}, 2\frac{x}{t}, 2\frac{y}{t})e^{-2\frac{x^2+y^2}{t}} = (1 - e^{-2t})^{-\frac{1}{2}} \exp \left( -\frac{(1 + e^t)x^2 - 2e^{-t}xy + (1 + e^t)y^2}{1 - e^{-2t}} \right).
\]
Hence, for $\varphi \in L^1(\lambda_{\mathbb{R}}; \mathbb{C})$,
\[
Q_t \varphi(x) = \int q(t, x, y) \varphi(y) \, dy \quad \text{where } q(t, x, y) \text{ equals}
\]
\[
(2.3.27) \quad \left( \frac{e^{-t}}{\pi(1 - e^{-2t})} \right)^{\frac{1}{2}} \exp \left( -\frac{(1 + e^t)x^2 - 2e^{-t}xy + (1 + e^t)y^2}{2(1 - e^{-2t})} \right) = (2\pi \sinh t)^{-\frac{1}{2}} \exp \left( -\frac{(\cosh t)x^2 - 2xy + (\cosh t)y^2}{2 \sinh t} \right).
\]
Finally, notice that this expression for $Q_t$ shows that $Q_t$ maps $L^1(\lambda_{\mathbb{R}}; \mathbb{R})$ into $\mathcal{S}(\mathbb{R}; \mathbb{C})$ and therefore that, by \[2.3.25],
\[
\partial_t Q_t \varphi = Q_t H Q_t \varphi = Q_t H Q_t \varphi.
\]
After $s \searrow 0$, this means that
\[
(2.3.28) \quad \partial_t Q_t \varphi = H Q_t \varphi \quad \text{for } \varphi \in L^1(\lambda_{\mathbb{R}}; \mathbb{R}).
\]

### 2.4. Gaussian Families

If $X$ and $Y$ are square integrable random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, then the covariance $\text{cov}(X, Y)$ of $X$ and $Y$ is the number
\[
\mathbb{E}[(X - \mathbb{E}[X])(Y - \mathbb{E}[Y])] = \mathbb{E}[XY] - \mathbb{E}[X]\mathbb{E}[Y].
\]

If $X_1, \ldots, X_n \in L^2(\mathbb{P}; \mathbb{R})$, then the covariance $\text{cov}(X_1, \ldots, X_n)$ of $\{X_1, \ldots, X_n\}$ is the $n \times n$-matrix whose $(k, \ell)$th entry is $\text{cov}(X_k, X_\ell)$.

**Lemma 2.4.1.** Given random variable $X_1, \ldots, X_n \in L^2(\mathbb{P}; \mathbb{R})$, set
\[
X = (X_1, \ldots, X_n)^T \quad \text{and} \quad A = \text{cov}(X_1, \ldots, X_n).
\]
If $\mathbb{E}[X_k] = 0$ for all $1 \leq k \leq n$, then the span $\text{span}\{\{X_1, \ldots, X_n\}\}$ of $\{X_1, \ldots, X_n\}$ in $L^2(\mathbb{P}; \mathbb{R})$ equals $\text{span}\{\{(\xi, X)_{\mathbb{R}^n} : \xi \perp \text{Null}(A)\}\}$.

**Proof.** Let $\Pi$ denote orthogonal projection onto $\text{Null}(A)$. Then $X = (I - \Pi)X + \Pi X$, and
\[
\mathbb{E}[|\Pi X|^2] = \text{Trace}(\Pi A \Pi) = 0.
\]
Hence, $X = (I - \Pi)X$ (a.e., $\mathbb{P}$). \hfill $\square$

Given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, a **Gaussian family** is a subspace $\mathcal{G}$ of $L^2(\mathbb{P}; \mathbb{R})$ each of whose elements is Gaussian. A Gaussian family is said to be **centered** if all its elements have mean value 0. By Lemma 2.1.1, the $L^2$-closure of a Gaussian family is again a Gaussian family.

If $\mathcal{G}$ is a Gaussian family, define the function $m_\mathcal{G} : \mathcal{G} \rightarrow \mathbb{R}$ by $m_\mathcal{G}(X) = \mathbb{E}[X]$ and the function $C_\mathcal{G} : \mathcal{G}^2 \rightarrow \mathbb{R}$ by $C_\mathcal{G}(X, Y) = \text{cov}(X, Y)$. The functions $m_\mathcal{G}$ and $C_\mathcal{G}$ are known as the mean and covariance of $\mathcal{G}$. 

2.4.1. A Few Basic Facts. Set $\gamma_{0,I} = \gamma_{0,1}^N$. Given $b \in \mathbb{R}^N$ and a non-negative, symmetric linear operator $A$ on $\mathbb{R}^N$, $\gamma_{b,A}$ is the distribution of $b + A_{1/2}x$ under $\gamma_{0,I}$. When $A$ is non-degenerate, it is easy to check that $\gamma_{b,A} \ll \lambda_{\mathbb{R}^N}$ and

$$
\frac{d\gamma_{b,A}}{d\lambda_{\mathbb{R}^N}}(x) = \gamma_{b,A}(x) \equiv ((2\pi)^N \det(A))^{-\frac{1}{2}} \exp \left( -\frac{(x - b, A^{-1}(x - b))_{\mathbb{R}^N}}{2} \right).
$$

In keeping with the notation used in the real valued case, I will write $X \in N(b, A)$ to mean that $X$ is an $\mathbb{R}^N$-valued random variable whose distribution is $\gamma_{b,A}$.

**Remark:** When $N = 2$ and $A = \begin{pmatrix} 1 & \theta \\ \theta & 1 \end{pmatrix}$ for some $\theta \in (-1, 1)$, a remark that statisticians have found useful is the relation between $g_{0,A}$ and the Mehler kernel. Namely,

$$g_{0,A}(x_1, x_2) = (2\pi)^{-1} M(\theta, x_1, x_2) e^{-\frac{|x_1|^2 + |x_2|^2}{4}},$$

and so

$$\frac{d\gamma_{0,A}}{d\gamma_{0,I}}(x) = \sum_{n=0}^{\infty} \theta^n \frac{H_n(x_1)H_n(x_2)}{n!}.$$

**Lemma 2.4.2.** $\gamma_{b,A}$ is the one and only $\mu \in M_1(\mathbb{R}^N)$ with the property that $\{(x, \xi)_{\mathbb{R}^N} : \xi \in \mathbb{R}^N\}$ is a Gaussian family $\mathcal{G}$ under $\mu$ such that

$$m_{\mathcal{G}}((x, \xi)_{\mathbb{R}^N}) = (b, \xi)_{\mathbb{R}^N} \text{ and } C_{\mathcal{G}}((x, \xi)_{\mathbb{R}^N}, (x, \xi)_{\mathbb{R}^N}) = (\xi, A\xi)_{\mathbb{R}^N} \text{ for all } \xi \in \mathbb{R}^N.$$

In addition\footnote{Even though some of the the vectors involved are complex, the inner product here is the Euclidean one, not the Hermitian one.},

$$\int e^{(\zeta, \eta)_{\mathbb{R}^N}} \gamma_{b,A}(dy) = \exp \left( (b, \zeta)_{\mathbb{R}^N} + \frac{(\zeta, A\zeta)_{\mathbb{R}^N}}{2} \right) \text{ for } \zeta \in \mathbb{C}^N,$$

and, if $\alpha < \|A\|^{-1}_{\text{op}}$, then

$$\int e^{\alpha|x|^2} \gamma_{0,A}(dx) = (\det(I - \alpha A))^{-\frac{1}{2}}.$$

**Proof.** To prove \eqref{2.4.2}, begin with the case when $b = 0$ and $A = I$, and therefore, since $\gamma_{0,I} = \gamma_{0,1}^N$, that the desired result follows from \eqref{2.1.1}. To handle the general case, write $X$ as $b + A_{1/2}Y$, where $Y \in N(0, I)$ and check that

$$\mathbb{E}[e^{(\zeta, b + A_{1/2}Y)_{\mathbb{R}^N}}] = e^{(\zeta, b)_{\mathbb{R}^N}} \mathbb{E}[e^{(A^{1/2}\zeta, Y)_{\mathbb{R}^N}}] = \exp \left( (\zeta, b)_{\mathbb{R}^N} + \frac{(A^{1/2}\zeta, A^{1/2}\zeta)_{\mathbb{R}^N}}{2} \right).$$

From \eqref{2.4.2}, we know that

$$\tilde{\gamma}_{b,A}(\zeta) = \exp \left( i(b, \xi)_{\mathbb{R}^N} - \frac{(\zeta, A\xi)_{\mathbb{R}^N}}{2} \right)$$

and that any $\mu \in M_1(\mathbb{R}^N)$ with the stated properties will have the same characteristic function as $\gamma_{b,A}$.\footnote{Even though some of the the vectors involved are complex, the inner product here is the Euclidean one, not the Hermitian one.}
To prove (2.4.3), let $a_1, \ldots, a_n$ be the eigenvalues of $A$, and observe that, by (2.1.2)

$$
\int e^{\alpha |x|^2} \gamma_{0,A}(dx) = \prod_{k=1}^N \int e^{\alpha x_k^2} \gamma_{0,1}(dx) = \prod_{k=1}^N (1 - \alpha a_k)^{-\frac{1}{2}} = (\det(I - \alpha A))^{-\frac{1}{2}}
$$

\qed

An alternative formulation of the first statement in Lemma 2.4.2 is that the joint distribution of

$$
\{X_1, \ldots, X_n\} \sim \gamma_{b,A} \text{ with } b = m_G(X_1, \ldots, X_k) \text{ and } A = C_G(X_1, \ldots, X_n).
$$

The following result is arguably the most important property of Gaussian families.

**Theorem 2.4.3.** Let $\mathcal{G}$ be a centered Gaussian family on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For any subset $\emptyset \neq S \subseteq \mathcal{G}$, set $\mathcal{F}_S = \sigma(S)$, the smallest $\sigma$-algebra with respect to which all the elements of $S$ are measurable, and take $S^\perp$ to be the perpendicular complement in $L^2(\mathbb{P}; \mathbb{R})$ of $S$ Then $\mathcal{F}_S$ is independent of $\mathcal{F}_{S^\perp \cap \mathcal{G}}$.

**Proof.** What we must show is that if $\{X_1, \ldots, X_m\} \subseteq S$ and $\{Y_1, \ldots, Y_n\} \subseteq S^\perp \cap \mathcal{G}$, then the distribution of $(X_1, \ldots, X_m, Y_1, \ldots, Y_n)^\top$ is the product of the distribution of $(X_1, \ldots, X_m)^\top$ with the distribution of $(Y_1, \ldots, Y_n)^\top$. To this end, set $A = \text{cov}(X_1, \ldots, X_m)$, $B = \text{cov}(Y_1, \ldots, Y_n)$, and observe that

$$
C = \text{cov}(X_1, \ldots, X_m, Y_1, \ldots, Y_n) = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}.
$$

Hence, since $\gamma_{0,A}$, $\gamma_{0,B}$, and $\gamma_{0,C}$ are, respectively, the distributions of $(X_1, \ldots, X_m)^\top$, $(Y_1, \ldots, Y_n)^\top$, and $(X_1, \ldots, X_m, Y_1, \ldots, Y_n)^\top$,

$$
\gamma_{0,C}(\xi) = \exp \left( -\frac{\langle \xi, A\xi \rangle_{\mathbb{R}^m} + \langle \eta, B\eta \rangle_{\mathbb{R}^n}}{2} \right) = \gamma_{0,A}(\xi) \gamma_{0,B}(\eta) = \gamma_{0,A} \times \gamma_{0,B} \left( \begin{pmatrix} \xi \\ \eta \end{pmatrix} \right)
$$

for all $\xi \in \mathbb{R}^m$ and $\eta \in \mathbb{R}^n$, from which it follows that $\gamma_{0,C} = \gamma_{0,A} \times \gamma_{0,B}$. \qed

### 2.4.2. A Concentration Property of Gaussian Measures

In this subsection I will show that if a Gaussian measure gives positive measure to a set then it is nearly concentrated on a neighborhood of that set. The driving force behind the analysis here is the following beautiful result of B. Maurey and G. Pisier.

**Theorem 2.4.4.** Let $A$ be a strictly positive definite, symmetric transformation on $\mathbb{R}^N$, and let $X$ be a $N(0,A)$-random variable on $(\Omega, \mathcal{F}, \mathbb{P})$. If $f : \mathbb{R}^N \to \mathbb{R}$ is a continuous function satisfying

$$
|f(y) - f(x)| \leq \lambda |A^{-\frac{1}{2}}(y - x)| \text{ for } x, y \in \mathbb{R}^N,
$$

then

$$
\mathbb{E}[e^{t(f(X) - \mathbb{E}[f(X)])}] \leq e^{\frac{\lambda^2 t^2}{8}} \text{ for } t \in \mathbb{R}.
$$

**Proof.** First observe that, by replacing $f$ by $\lambda^{-1}(f - \mathbb{E}[f(X)])$, we can reduce to the case when $\lambda = 1$ and $\mathbb{E}[f(X)] = 0$. Thus, we will proceed under these assumptions. In addition, without loss in generality, we will assume that there is a second $N(0, A)$-random variable $Y$ which is independent of $X$.

Next note that, after applying a standard mollification procedure, we may assume that $f$ is smooth and $|A^{\frac{1}{2}} \nabla f| \leq 1$ everywhere.

Now let $f$ be a smooth function satisfying $\mathbb{E}[f(X)] = 0$ and $|A^{\frac{1}{2}} \nabla f| \leq 1$ everywhere, Then, by Jensen’s inequality applied to the convex function $x \mapsto e^{-x}$,

$$
\mathbb{E}[e^{-t f(Y)}] \geq e^{-t \mathbb{E}[f(Y)]} = 1,
$$
and so
\[ \mathbb{E}[e^{t(f(X) - f(Y))}] = \mathbb{E}[e^{tf(X)}] \mathbb{E}[e^{-tf(Y)}] \geq \mathbb{E}[e^{tf(X)}]. \] (⋆)

Next, for \( \theta \in \mathbb{R} \), set \( X(\theta) = X \cos \theta + Y \sin \theta \) and \( Y(\theta) = -X \sin \theta + Y \cos \theta \). Using characteristic functions, it is easy to check that, for each \( \theta \), \( X(\theta) \) and \( Y(\theta) \) are again mutually independent, \( N(0, A) \)-random variables. Furthermore, by the fundamental theorem of calculus,
\[ f(X) - f(Y) = \int_0^\pi \nabla f(X(\theta)), Y(\theta))_{\mathbb{R}^N} \, d\theta, \]
and so, by Jensen’s inequality,
\[ e^{t(f(X) - f(Y))} = e^{\int_0^\pi (\nabla f(X(\theta)), Y(\theta))_{\mathbb{R}^N} \, d\theta} \leq 2 \int_0^\pi e^{\frac{t}{2} \nabla f(X(\theta)), Y(\theta))_{\mathbb{R}^N} \, d\theta}. \]

Hence, by Fubini’s Theorem and (⋆),
\[ \mathbb{E}[e^{tf(X)}] \leq 2 \int_0^\pi \mathbb{E}[e^{\frac{t}{2} \nabla f(X(\theta)), Y(\theta))_{\mathbb{R}^N}}] \, d\theta. \]

Finally, because \( Y(\theta) \) is independent of \( X(\theta) \), (2.4.2) implies that
\[ \mathbb{E}[e^{\frac{t}{2} \nabla f(X(\theta)), Y(\theta))_{\mathbb{R}^N}}] = \mathbb{E} \left[ \exp \left( \frac{\pi^2 t^2}{8} A \right) \right] \] \[ \leq e^{\frac{\pi^2 t^2}{8}}. \]

\[ \square \]

As a more or less immediate consequence of Theorem 2.4.4, we have that
\[ \mathbb{P}(f(X) - \mathbb{E}[f(X)] \geq R) \leq e^{-\frac{2R^2}{\pi}} \] for \( R > 0 \).
\[ \mathbb{P}(|f(X) - \mathbb{E}[f(X)]| \geq R) \leq 2e^{-\frac{2R^2}{\pi}} \]

Indeed, by Markov’s inequality,
\[ \mathbb{P}(f(X) - \mathbb{E}[f(X)] \geq R) \leq e^{-tR + \frac{\lambda^2 t^2}{8}} \] for all \( t \geq 0 \),

and so the first of these follows when one takes \( t = \frac{4R}{X^2} \). Further, given the first estimate, the second follows when the first one is applied to both \( f \) and \( -f \) and the two are added.

Perhaps the most interesting aspect of these results is their dimension independence. That is, in any dimension, the distribution of a uniformly Lipschitz continuous function of a Gaussian random variable satisfies tail estimates that are remarkably like those of an \( \mathbb{R} \)-valued Gaussian random variable. To appreciate the significance of this dimension independence, consider \( f(x) = |x| \). Then
\[ \lambda^2 = \| A \|_{\text{op}} \equiv \sup \{(e, Ae)_{\mathbb{R}^N} : e \in \mathbb{S}^{N-1}\}, \]

and so the second estimate in (2.4.5) says that
\[ \mathbb{P}(|X| - \mathbb{E}[|X|] \geq R) \leq 2e^{-\frac{2R^2}{\pi \| A \|_{\text{op}}}}. \]

Hence, since
\[ \text{Var}(|X|) = \mathbb{E}[|X|^2] - \mathbb{E}^2[|X|]^2 = 2 \int_{-\infty}^{\infty} R \mathbb{P}(|X| - \mathbb{E}[|X|] \geq R) \, dR \]

we see that \( \text{Var}(|X|) \leq \frac{\pi \| A \|_{\text{op}}}{\pi} \). That is, independent of dimension, the variance of the length of an \( \mathbb{R}^N \)-valued, \( N(0, A) \)-random variable is dominated by a universal constant times the operator norm of \( A \). What makes this conclusion somewhat surprising is that \( \mathbb{E}[|X|^2] = \text{Trace}(A) \). Thus, for instance, if \( A = I \), then
\[ \mathbb{E}^P[|X|^2] = N \] is tending to infinity as \( N \to \infty \) and yet, because \( \|I\|_{\text{op}} = 1 \), \( \text{Var}(|X|) \) is bounded by \( \frac{\pi^2}{2} \), independent of \( N \). A closely related application shows that
\[
\mathbb{P}(|X| \geq R) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}} \quad \text{if } R \geq 2\sqrt{\text{Trace}(A)}.
\]
To check this, note that \( R \geq 2\sqrt{\text{Trace}(A)} \Rightarrow \mathbb{E}^P[|X|] \leq \frac{R}{2} \), and therefore, by the first part of (2.4.5),
\[
\mathbb{P}(|X| \geq R) \leq \mathbb{P}(|X| - \mathbb{E}^P[|X|] \geq \frac{R}{2}) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}}.
\]

The preceding estimates say that the rate at which \( \mathbb{P}(|X| \geq R) \) decays for \( R \geq 2\sqrt{\text{Trace}(A)} \) is very fast and depends only on \( \|A\|_{\text{op}} \) but not on \( N \). Equivalently, the distribution of \( X \) is very nearly concentrated on a ball of radius \( R > 2\sqrt{\text{Trace}(A)} \). The following theorem gives a more general statement of this Gaussian concentration phenomenon.

**Theorem 2.4.5.** If \( X \) is an \( \mathbb{R}^N \)-valued, \( N(0,A) \)-random variable and \( \Gamma \in \mathcal{B}_{\mathbb{R}^N} \), then
\[
\mathbb{P}(X \in \Gamma) \wedge \mathbb{P}(X \notin \Gamma(R)) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}} \quad \text{for } R \geq 0,
\]
where \( \Gamma(R) = \{x \in \mathbb{R}^N : |x - \Gamma| \leq R\} \). Hence, if \( \epsilon \in (0,1) \) and \( \mathbb{P}(X \in \Gamma) \geq \epsilon \), then
\[
\mathbb{P}(X \notin \Gamma(R)) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}2\log \frac{1}{\epsilon}}.
\]

**Proof.** Set \( f(x) = |x - \Gamma| \). If \( \mathbb{E}[f(X)] \leq \frac{R}{2} \), then, by (2.4.3),
\[
\mathbb{P}(X \notin \Gamma(R)) \leq \mathbb{P}(f(X) \geq \mathbb{E}[f(X)] + \frac{R}{2}) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}}.
\]
If \( \mathbb{E}[f(X)] \geq \frac{R}{2} \), then, by (2.4.5) applied to \(-f\),
\[
\mathbb{P}(X \in \Gamma) \leq \mathbb{P}(\mathbb{E}[f(X)] - f(X) \geq \frac{R}{2}) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}}.
\]
Hence, the first assertion is proved.

To prove the second assertion, let \( R > \pi \|A\|_{\text{op}} \sqrt{\log \frac{1}{\epsilon}} \) be given. Then, because \( \mathbb{P}(X \in \Gamma) \geq \epsilon \geq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}} \), \( \mathbb{P}(X \notin \Gamma(R)) \leq e^{-\frac{R^2}{2\pi \|A\|_{\text{op}}}}. \)

As a consequence of Theorem 2.4.5, one sees that if \( \mathbb{P}(X \in \Gamma) \geq \epsilon \), then, with large probability, \( X \) lies within a distance on the order of \( \|A\|_{\text{op}} \sqrt{\log \frac{1}{\epsilon}} \) from \( \Gamma \). In other words, once one knows that \( \gamma_{0,A}(\Gamma) \geq \epsilon \), one knows that most of the mass of \( \gamma_{0,A} \) is concentrated relatively nearby \( \Gamma \), and the extent of this concentration depends only on \( \|A\|_{\text{op}} \) and not on dimension.

**2.4.3. Gaussian Isoperimetric Inequality.** The goal in this subsection is to prove a result that can be thought of as a isoperimetric inequality for Gaussian measures and can be used to derive concentration results closely related to those in the preceding subsection. To describe this result, let \( p(\tau) = (2\pi)^{-\frac{1}{2}} e^{-\frac{\tau^2}{2}} \) be the standard Gauss kernel on \( \mathbb{R} \), and take \( \Phi(x) = \int_{-\infty}^{x} p(\tau) d\tau \) to be the error function. Then the result states that, for \( \Gamma \in \mathcal{B}_{\mathbb{R}^N} \) and \( t \geq 0 \),
\[
\gamma_{0,I}(\Gamma(t)) \geq \Phi\left( \Phi^{-1}(\gamma_{0,I}(\Gamma)) + t \right),
\]
where \( \Gamma(t) = \{x \in \mathbb{R}^N : |x - \Gamma| \leq t\} \).

The sense in which (2.4.6) is an isoperimetric inequality is that for a half-space \( H = \{x : (x,e)_{\mathbb{R}^N} \leq a\} \) with \( e \in \mathbb{S}^{N-1} \) and \( a \in \mathbb{R} \), \( \gamma_{0,I}(H(t)) = \Phi(a + t) \). Thus, if \( a = \Phi^{-1}(\gamma_{0,I}(\Gamma)) \), then \( \gamma_{0,I}(H) = \gamma_{0,I}(\Gamma) \) and
\( \gamma_{0,t}(\Gamma(t)) \geq \gamma_{0,t}(H(t)). \) In other words, among the sets \( B \in \mathcal{B}_{\mathbb{R}^N} \) with \( \gamma_{0,t}(B) = \gamma_{0,t}(\Gamma) \), all the ones for which the growth of \( t \rightarrow \gamma_{0,t}(B(t)) \) is slowest are half-spaces.

The first derivations, given independently by C. Borell and by B. Tsirelson & V. Sudakov, of \((2.4.6)\) were based on Lévy’s isoperimetric inequality for spheres combined with the observation (originally made by F. Mehler and rediscovered by E. Borel) that \( \gamma_{0,t} \) is the weak limit as \( n \to \infty \) of the marginal distribution of the first \( N \)-coordinates under the normalized surface measure on the \( n \)-sphere of radius \( n^{\frac{1}{2}} \). The derivation that follows was given by S. Bobkov. It too requires realizing \( \gamma_{0,t} \) as a weak limit, but this time of measures based on sums of Bernoulli random variables rather than the surface measure on spheres.

The first step is to rewrite \((2.4.6)\) as

\[
\Phi^{-1}(\gamma_{0,t}(\Gamma(t))) - \Phi^{-1}(\gamma_{0,t}(\Gamma)) \geq t.
\]

It is clear that \((2.4.7)\) is equivalent to \((2.4.6)\) and that it will hold for all \( \Gamma \in \mathcal{B}_{\mathbb{R}^N} \) if it holds for closed ones. In addition, since \( \Phi^{-1}(1) = \infty \) and \( \Phi^{-1}(0) = -\infty \), we may and will assume that \( 0 < \gamma_{0,t}(\Gamma) \leq \gamma_{0,t}(\Gamma(t)) < 1 \).

Now consider the right-continuous, non-decreasing function \( F(t) = \Phi^{-1}(\gamma_{0,t}(\Gamma(t))) \) for \( t \in [0, T) \), where \( T = \sup\{t \geq 0 : \gamma_{0,t}(\Gamma(t)) < 1 \} \). Lebesgue’s Differentiation Theorem says that

\[
f(t) = \lim_{\tau \downarrow 0} \frac{F(t + \tau) - F(t)}{\tau} \text{ exists for } \lambda_\mathbb{R}\text{-a.e. } t \in [0, T)
\]

and that \( F(t) - F(0) \geq \int_0^t f(\tau) \, d\tau \). Hence, \((2.4.7)\) will follow once we show that \( f \geq 1 \) (a.e., \( \lambda_\mathbb{R} \)) on \([0, T)\). Next observe that \((\Phi^{-1})' = \frac{1}{\Psi} \), where \( \Psi = p \circ \Phi^{-1} \), and therefore

\[
\lim_{\tau \downarrow 0} \frac{F(t + \tau) - F(t)}{\tau} = \frac{1}{\Psi(\gamma_{0,t}(\Gamma(t)))} \lim_{\tau \downarrow 0} \frac{\gamma_{0,t}(\Gamma(t + \tau)) - \gamma_{0,t}(\Gamma(t))}{\tau},
\]

which means that it suffices to show that

\[
\lim_{\tau \downarrow 0} \frac{\gamma_{0,t}(\Gamma(t + \tau)) - \gamma_{0,t}(\Gamma(t))}{\tau} \geq \Psi(\gamma_{0,t}(\Gamma(t))).
\]

In fact, because \( \Gamma(t + \tau) = (\Gamma(t))^{(\tau)} \), we need only prove that

\[
\lim_{\tau \downarrow 0} \frac{\gamma_{0,t}(\Gamma^{(\tau)}) - \gamma_{0,t}(\Gamma)}{\tau} \geq \Psi(\gamma_{0,t}(\Gamma)).
\]

The second step is to show that \((2.4.8)\) will follow once we know that for all \( \varphi \in C^2_{\Gamma}(\mathbb{R}^N; [0, 1]) \),

\[
(2.4.9) \quad \Psi(\langle \varphi, \gamma_{0,t} \rangle) \leq \langle \Psi \circ \varphi, \gamma_{0,t} \rangle + \langle |\nabla \varphi|, \gamma_{0,t} \rangle.
\]

To see this, let \( \epsilon \in (0, \frac{1}{2}) \) be given, and define

\[
\eta_\epsilon(x) = 1 - \frac{|x - \Gamma^{(\epsilon)}|}{(1 - 2\epsilon)\tau} \wedge 1.
\]

Then \( \eta_\epsilon \) is a \([0, 1]\)-valued, Lipschitz continuous with Lipschitz constant \(((1 - 2\epsilon)\tau)^{-1} \) satisfying

\[
\eta_\epsilon(x) = \begin{cases} 
1 & \text{if } |x - \Gamma| \leq \epsilon \tau \\
0 & \text{if } |x - \Gamma| \geq (1 - \epsilon)\tau. 
\end{cases}
\]
Hence, \( \lim_{\tau \to 0} \beta \) follows from a discrete analog of itself. Namely, let

\[
\Phi \quad (2.4.10) \quad \Phi \quad (2.4.12) \quad \Phi
\]

of (2.4.11) in this setting is \( \phi \) for \( \epsilon \). Then

\[
f_{\tau}(x) = \begin{cases} 1 & \text{for } x \in \Gamma \\ 0 & \text{for } x \notin \Gamma(\tau). \end{cases}
\]

Hence, \( \lim_{\tau \to 0} \Phi \circ f_{\tau} = 1_{\Gamma} \), and therefore \( \lim_{\tau \to 0} \Phi \circ f_{\tau}(x) = 0 \) for each \( x \in \mathbb{R}^N \). At the same time,

\[
|\nabla f_{\tau}| \leq \frac{1}{(1-2\epsilon)\tau}, \quad \text{and, by (2.4.9),}
\]

\[
\Phi(\gamma_{0,1}(\Gamma)) = \lim_{\tau \to 0} \Phi((f_{\tau}, \gamma_{0,1})) \leq \lim_{\tau \to 0} \Phi(|\nabla f_{\tau}|, \gamma_{0,1}) \leq (1-2\epsilon)^{-1} \lim_{\tau \to 0} \frac{\gamma_{0,1}(\Gamma(\tau)) - \gamma_{0,1}(\Gamma)}{\tau}.
\]

Thus (2.4.8) follows after one lets \( \epsilon \to 0 \).

For reasons that will become clear shortly, we will prove (2.4.9) by proving the slightly stronger inequality

(2.4.10)

\[
\Phi(\varphi, \gamma_{0,1}) \leq \int_{\mathbb{R}^N} \left( (\Phi \circ \varphi)^2 + |\nabla \varphi|^2 \right)^2 d\gamma_{0,1}.
\]

This inequality looks somewhat like a Poincaré inequality, and, like a Poincaré inequality, it is preserved under products. To see this, assume that it holds for \( 1 \leq N \leq M \), and let \( \varphi \in C^2_b(\mathbb{R}^{M+1}; [0,1]) \) be given. Writing \( \gamma_{0,1} \) for \( \mathbb{R}^{M+1} \) as the product of \( \gamma_{0,1} \) for \( \mathbb{R}^M \) and \( \gamma_{0,1} \),

\[
\int_{\mathbb{R}^{M+1}} \left( (\Phi \circ \varphi)^2 + |\nabla \varphi|^2 \right)^2 d\gamma_{0,1} = \int_{\mathbb{R}^M} \left( \int_{\mathbb{R}^{M+1}} \left( (\Phi \circ \varphi(x,y))^2 + |\nabla \varphi(x,y)|^2 \right)^2 \gamma_{0,1}(dx) \right) \gamma_{0,1}(dy).
\]

Remember that Minkowski’s inequality holds in reverse when \( p \in (0,1) \) and therefore that

\[
\int_{\mathbb{R}^M} \left( (\Phi \circ \varphi(x,y))^2 + |\nabla \varphi(x,y)|^2 \right)^2 \gamma_{0,1}(dx) \geq \left[ \left( \int_{\mathbb{R}^M} (\Phi \circ \varphi(x,y))^2 + |\nabla \varphi(x,y)|^2 \right)^{\frac{1}{2}} \gamma_{0,1}(dx) \right]^2 \geq \left[ \int_{\mathbb{R}^M} (\Phi \circ \varphi(x,y))^2 + |\nabla \varphi(x,y)|^2 \right]^{\frac{1}{2}} \gamma_{0,1}(dx) \]

where \( \psi(y) = \int_{\mathbb{R}^M} \varphi(x,y) \gamma_{0,1}(dx) \). Since

\[
\int_{\mathbb{R}} \left( (\Psi \circ \psi(y))^2 + |\psi(y)|^2 \right)^{\frac{1}{2}} \gamma_{0,1}(dy) \geq \Psi(\psi, \gamma_{0,1}) = \Psi(\varphi, \gamma_{0,1}),
\]

we now know that (2.4.10) holds for all \( N \geq 1 \) if it does when \( N = 1 \). Thus what we need to show is that

(2.4.11)

\[
\Psi(\varphi, \gamma_{0,1}) \leq \int_{\mathbb{R}} \left( (\Psi \circ \varphi)^2 + |\varphi|^2 \right)^{\frac{1}{2}} d\gamma_{0,1}
\]

for \( \varphi \in C^2_b(\mathbb{R}; [0,1]) \).

In some ways, the next step is the most interesting. What we are going to show is that (2.4.11) follows from a discrete analog of itself. Namely, let \( \beta \) be the symmetric Bernoulli measure on \( \{-1,1\} \) (i.e., \( \beta(\{\pm 1\}) = \frac{1}{2} \)), and, given a function \( f : \{-1,1\} \to [0,1] \), define

\[
Df(\pm 1) = \pm \frac{f(1) - f(-1)}{2}.
\]

Then the analog of (2.4.11) in this setting is

(2.4.12)

\[
\Psi(f, \beta) \leq \int_{\{-1,1\}} \left( (\Psi \circ f)^2 + |Df|^2 \right)^{\frac{1}{2}} d\beta.
\]
To understand why (2.4.12) implies (2.4.11), observe that, by exactly the same argument as we used above, (2.4.12) is self-replicating under products. Thus, if $\mathbb{P} = \beta^\mathbb{Z}$ on $\Omega = \{-1, 1\}^{\mathbb{Z}}$ and $\bar{S}_n(\omega) = n^{-\frac{1}{2}} \sum_{m=1}^{n} \omega(m)$, then, for any $n \geq 1$,

$$
\Psi(\mathbb{E}[\varphi \circ \bar{S}_n]) \leq \mathbb{E} \left[ \left( (\Psi \circ \varphi \circ \bar{S}_n)^2 + \sum_{m=1}^{n} |D_m \varphi \circ \bar{S}_n|^2 \right)^{\frac{1}{2}} \right],
$$

where

$$
D_m \varphi \circ \bar{S}_n(\omega) = \frac{\varphi(\bar{S}_n(\omega)) - \varphi(\bar{S}_n(\omega) - 2n^{-\frac{1}{2}} \omega(m))}{2}
$$

Since

$$
|D_m \varphi(\bar{S}_n(\omega)) + n^{-\frac{1}{2}} \omega(m) \varphi'(\bar{S}_n(\omega))| \leq \frac{\|\varphi''\|_u}{n}
$$

and therefore

$$
\left| \sum_{m=1}^{n} (D_m \varphi \circ \bar{S}_n(\omega))^2 - (\varphi' \circ \bar{S}_n(\omega))^2 \right| \leq \frac{C}{n^2}
$$

for some $C < \infty$, an application of Central Limit Theorem completes the proof that (2.4.11) follows from (2.4.12).

What remains to be done is give a proof of (2.4.12), an intricate but relatively elementary exercise in calculus. Given $f : \{-1, 1\} \rightarrow [0, 1]$, set $c = \langle f, \beta \rangle = \frac{f(1)+f(-1)}{2}$ and $\xi = \frac{f(1)-f(-1)}{2}$. Then (2.4.12) becomes

$$
\Psi(c) \leq \frac{(\Psi(c+\xi)^2 + \xi^2)^{\frac{1}{2}} + (\Psi(c-\xi)^2 + \xi^2)^{\frac{1}{2}}}{2}.
$$

To verify (.), we will make frequent use of the calculations in the following lemma.

**Lemma 2.4.6.** For any $\theta \in [0, 1]$, $\Phi^{-1}(1-\theta) = -\Phi^{-1}(\theta)$ and $\Psi(1-\theta) = \Psi(\theta)$. Moreover, for $c \in [0, \frac{1}{2}]$ and $\xi \in [0, c]$, $\Psi(c+\xi) \geq \Psi(c-\xi)$ and $|\Psi'(c+\xi)| \leq |\Psi'(c-\xi)|$. Finally,

$$
(\Psi^2)'' = 2(\Psi')^2 - 1 \text{ and } (\Psi')^2 = 2\left(\frac{\Psi'}{\Psi^2}\right)^2 + \frac{1}{\Psi^2} \text{ on } (0, 1).
$$

**Proof.** Once one checks that $\Psi' = -\Phi^{-1}$, the calculations of derivatives are simple applications of the product and chain rules.

Because

$$
1 - \Phi(t) = 1 - \gamma_{0,1}((-\infty, t]) = \gamma_{0,1}((t, \infty)) = \gamma_{0,1}((-\infty, -t)) = \Phi(-t),
$$

$\Phi^{-1}(1-\theta) = -\Phi^{-1}(\theta)$, from which it follows that $\Psi(1-\theta) = \Psi(\theta)$.

Next observe that $\Psi$ is non-decreasing on $[0, \frac{1}{2}]$. Now let $c \in [0, \frac{1}{2}]$ and $\xi \in [0, c]$ be given. Then $0 \leq c - \xi \leq 1 - c - \xi \leq \frac{1}{4}$, and so $\Psi(c+\xi) = \Psi(1-c-\xi) \geq \Psi(c-\xi)$. Similarly, because $\Psi'$ is non-negative and non-increasing on $[0, \frac{1}{2}]$, $|\Psi'(c+\xi)| \leq |\Psi'(c-\xi)|$.

Returning to (.), first note that there is nothing to do if $c \in [0, 1]$ and second that it suffices to handle $\xi > 0$. Further, since $\Psi(1-\theta) = \Psi(\theta)$ and therefore (.) holds for $f$ if it does for $1-f$, we may and will assume that $c \in (0, \frac{1}{2}]$ and $\xi \in (0, c]$. Now set $u(\xi) = \Psi(c+\xi)^2 + \xi^2$, and, after rewriting (.) in terms of $u$ and squaring both sides, check that it is equivalent first to

$$
4u(0) - (u(\xi) + u(-\xi)) \leq 2(u(\xi)u(-\xi))^\frac{1}{2},
$$

and then to

$$
16u(0)^2 + (u(\xi) - u(-\xi))^2 \leq 8u(0)^2(u(\xi) + u(-\xi)).
$$
Thus, if \( v(\xi) = u(\xi) - u(0) \), then (*) is equivalent to

\[
(\Psi(c + \xi)^2 - \Psi(c - \xi)^2)^2 \leq 8\Psi(c)^2(\var(x) + v(\xi)).
\]

(***)

Using the calculations in Lemma 2.4.6, one sees that \( v'' = 2(\Psi')^2 \) and therefore that

\[
v''(\xi) + v''(-\xi) = 2(\Psi'(c + \xi)^2 + \Psi'(c - \xi)^2).
\]

Since, by Lemma 2.4.6, \( (\Psi')^2 \) is convex, the right hand side of the preceding dominates \( 4\Psi'(c)^2 \), and so, because \( v(0) = v'(0) = 0 \), \( v(\xi) + v(-\xi) \geq 2\Psi'(c)^2\xi^2 \). Therefore (**) will hold if

\[
(\Psi(c + \xi)^2 - \Psi(c - \xi)^2)^2 \leq 16\Psi(c)^2\Psi'(c)^2\xi^2.
\]

Because, again by Lemma 2.4.6 \( \Psi(c + \xi) \geq \Psi(c - \xi) \) and \( \Psi'(c) \geq 0 \), what we need to show is that

\[
\frac{\Psi(c + \xi)^2 - \Psi(c - \xi)^2}{\xi} \leq 4\Psi(c)\Psi'(c) = 2(\Psi')^2(c).
\]

But, from Lemma 2.4.6, we know that

\[
(\Psi^2''(c + \xi) - (\Psi^2''(c - \xi) = 2(\Psi'(c + \xi)^2 - \Psi'(c - \xi)^2) \leq 0,
\]

which means that \( \xi \sim \Psi(c + \xi)^2 - \Psi(c - \xi)^2 \) is concave and therefore that

\[
\frac{\Psi(c + \xi)^2 - \Psi(c - \xi)^2}{2\xi} \leq (\Psi')^2(c).
\]

As with the Maurey–Pisier estimate, the most important feature of (2.4.6) is its dimension independence. For instance it says, independent of dimension,

\[
\gamma_{0,t}(\Gamma) \geq \frac{1}{2} \Longrightarrow \gamma_{0,t}(\mathbb{R}^N \setminus \Gamma(t)) \leq 1 - \Phi(t) \leq e^{-t^2}. \]

To see how it can be used to prove estimates like the one in (2.4.5), consider a Lipschitz continuous function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) with Lipschitz constant \( \lambda \), let \( m \) be a median of \( f \) under \( \gamma_{0,t} \), and set \( \Gamma(t) = \{ \pm(f - m) \leq \lambda t \} \). Then \( \gamma_{0,t}(\Gamma(t)) \geq \frac{1}{2} \), \( (\Gamma(t))^{(t)} \leq \Gamma(t) \), and so

\[
\gamma_{0,t}(\Gamma(t)) \geq \Phi(t).
\]

Therefore

(2.4.13)

\[
\gamma_{0,t}(\{ |f - m| > \lambda t \}) \leq 2(1 - \Phi(t)) \leq 2e^{-t^2}. \]

Finally, suppose that the \( g \in C([0, \infty); [0, \infty)) \) is non-decreasing. Then, starting from (2.4.13), one can show that

(2.4.14)

\[
\int_{\mathbb{R}^N} g(|f(x) - m|) \gamma_{0,t}(dx) \leq \int_{\mathbb{R}} g(\lambda t) \gamma_{0,t}(dt).
\]

Indeed, it suffices to check this when \( g \) is continuously differentiable and \( g(0) = 0 \), in which case

\[
\int_{\mathbb{R}^N} g(|f(x) - m|) \gamma_{0,t}(dx) = \int_{0}^{\infty} g'(t) \gamma_{0,t}(\{x : |f(x) - m| \geq t\}) dt
\]

\[
\leq 2 \int_{0}^{\infty} g(t)(1 - \Phi(\lambda^{-1}t)) dt
\]

\[
= \lambda \int_{0}^{\infty} g'(\lambda t) \gamma_{0,1}(\{\tau > t\}) dt = \int_{\mathbb{R}} g(\lambda t) \gamma_{0,1}(dt).
\]
In particular
\[
\int \exp \left( \frac{\alpha |f(x) - m|^2}{2\lambda^2} \right) \gamma_{0,t}(dx) \leq \frac{1}{(1 - \alpha)^2} \text{ for } \alpha \in [0, 1).
\]

2.5. Constructing Gaussian Families

Let \( \mathcal{I} \) be a non-empty index set, and let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Given a subset \( \{X(\xi) : \xi \in \mathcal{I}\} \) of \( L^2(\mathbb{P}; \mathbb{R}) \), set
\[
c(\xi, \eta) = \text{cov}(X(\xi), X(\eta)) = \mathbb{E}[(X(\xi) - \mathbb{E}[X(\xi)])(X(\eta) - \mathbb{E}[X(\eta)])] = \mathbb{E}[X(\xi)X(\eta)] - \mathbb{E}[X(\xi)]\mathbb{E}[X(\eta)].
\]
The function \( c \) is called the covariance function for \( \{X(\xi) : \xi \in \mathcal{I}\} \).

There are three obvious properties that such a covariance function possesses. Namely, it is \( \mathbb{R} \)-valued, symmetric (i.e., \( c(\xi, \eta) = c(\eta, \xi) \)), and non-negative definite in the sense that, for all \( n \geq 1 \), \( \{\xi_1, \ldots, \xi_n\} \subseteq \mathcal{I} \), and \( \{s_1, \ldots, s_n\} \subseteq \mathbb{R} \),
\[
\sum_{1 \leq k, \ell \leq n} c(\xi_k, \xi_\ell)s_ks_\ell \geq 0. \tag{2.5.1}
\]
To check the last property, simply observe that
\[
\sum_{1 \leq k, \ell \leq n} c(\xi_k, \xi_\ell)s_ks_\ell = \text{var} \left( \sum_{k=1}^n s_kX(t_k) \right) \geq 0.
\]

Given a symmetric function \( c : \mathcal{I}^2 \rightarrow \mathbb{R} \) satisfying \( \text{(2.5.1)} \), the goal in this subsection is to show it is the covariance function for a family of centered Gaussian random variables. That is, we will show that there exists a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) on which there is a collection \( \{X(\xi) : \xi \in \mathcal{I}\} \) of centered random variables with the property that the span of \( \{X(\xi) : \xi \in \mathcal{I}\} \) is a Gaussian family such that, for all \( n \geq 1 \) and \( \{s_1, \ldots, s_n\} \subseteq \mathbb{R} \), \( \sum_{j=1}^n s_jX(\xi_j) \) is a centered Gaussian random variable with variance
\[
\sum_{1 \leq j, k \leq n} c(\xi_j, \xi_k)s_js_k.
\]
Such a family is called a Gaussian process with covariance \( c \).

In order to show this, we will use a famous theorem of A. Kolmogorov known as Kolmogorov’s Consistency Theorem. To state his result, for each \( \xi \in \mathcal{I} \), let \( (E_\xi, \rho_\xi) \) be a complete, separable metric space. Given \( \emptyset \neq S \subseteq \mathcal{I} \), set \( \Omega_S = \prod_{\xi \in S} E_\xi \), and take \( \Omega = \Omega_\mathcal{I} \). Thinking of \( \Omega_S \) as the set of all functions \( \omega_S : S \rightarrow \bigcup_{\xi \in S} E_\xi \) such that \( \omega_S(\xi_j) \in E_\xi_j \) for each \( j \in S \), define \( \pi_S : \Omega \rightarrow \Omega_S \) so that \( \pi_S(\omega) = \omega | S \). If \( \emptyset \neq F \subset \subset \mathcal{I} \) (i.e., \( F \) is a non-empty, finite subset of \( \mathcal{I} \)), give \( \Omega_F \) the product topology, and set \( \mathcal{A}_F = \{\pi_F^{-1}\Gamma : \Gamma \in \mathcal{B}_{\Omega_F}\} \). Finally, take \( \mathcal{F} = \sigma(\mathcal{A}) \), where
\[
\mathcal{A} = \bigcup \{\mathcal{A}_F : \emptyset \neq F \subset \subset \mathcal{I}\},
\]
and note that \( \mathcal{A} \) is an algebra of subsets of \( \Omega \).

If, for each \( \emptyset \neq F \subset \subset \mathcal{I} \), \( \mu_F \in M_1(\Omega_F) \), the family \( \{\mu_F : \emptyset \neq F \subset \subset \mathcal{I}\} \) is said to be consistent, if
\[
\mu_{F_1}(\Gamma) = \mu_{F_2}\left(\{\omega_{F_2} \in \Omega_{F_2} : \omega_{F_2} | F_1 \in \Gamma\}\right)
\]
for all \( \emptyset \neq F_1 \subset F_2 \subset \subset \mathcal{I} \) and \( \Gamma \in \mathcal{B}_{\Omega_{F_2}} \).

Theorem 2.5.1. Referring to the preceding, if \( \{\mu_F : \emptyset \neq F \subset \subset \mathcal{I}\} \) is a consistent family, then there is a unique probability measure \( \mathbb{P} \) on \((\Omega, \mathcal{F})\) such that, for all \( \emptyset \neq F \subset \subset \mathcal{I} \) and \( \Gamma \in \mathcal{B}_{\Omega_F} \),
\[
\mathbb{P}\left(\{\omega : \omega | F \in \Gamma\}\right) = \mu_F(\Gamma).
\]
Proof. Uniqueness is trivial in any case, and, when $\mathcal{I}$ is finite, there is nothing to do. Next, suppose that $\mathcal{I}$ is countable, in which case we may assume that $\mathcal{I} = \mathbb{Z}^+$ and define

$$\rho(\omega, \omega') = \frac{\sum_{m=1}^{\infty} 2^{-j} \rho_j(\omega(j), \omega'(j))}{1 + \rho_j(\omega(j), \omega'(j))}$$

for $\omega, \omega' \in \Omega$. One can easily check that $\rho$ is a complete, separable metric for $\Omega$ and that $\rho$-convergence of $\{\omega_k : k \geq 1\}$ in $\Omega$ is equivalent to $\rho_m$-convergence of $\{\omega_k(m) : k \geq 1\}$ in $E_m$ for each $m \geq 1$. In particular, the $\sigma$-algebra $\mathcal{F}$ described above coincides with the Borel field $\mathcal{B}_\Omega$ determined by $\rho$.

Set $F_n = \{1, \ldots, n\}, \Omega_n = \Omega_{F_n}$, $\pi_n = \pi_{F_n}$, $A_n = A_{F_n}$, and $\mu_n = \mu_{F_n}$ for $n \geq 1$. From the consistency hypothesis, we know that for $1 \leq m < n$ and $\Gamma \in \mathcal{B}_{\Omega_n}$,

$$\mu_n(\Gamma) = \mu_n(\{(\omega_{F_n} : \omega_{F_n} \upharpoonright F_m \in F_m)\})$$

Next, for each $m \geq 1$, choose an element $e_m \in E_m$, and define $\Phi_n : \Omega_n \to \Omega$ so that

$$\Phi_n(\omega_{F_n}(m)) = \begin{cases} \omega_{F_n}(m) & \text{if } 1 \leq m \leq n \\ e_m & \text{if } m > n. \end{cases}$$

Clearly, $\Phi_n$ is continuous, and $\pi_n \circ \Phi_n$ is the identity map on $\Omega_n$. Now define $\mathbb{P}_n \in M_1(\Omega)$ to be $(\Phi_n)_* \mu_n$. Then

$$\mathbb{P}_n(\{\omega : \omega \upharpoonright F_n \in \Gamma\}) = \mu_n(\Gamma)$$

for $\Gamma \in \mathcal{B}_{\Omega_n}$. What we need show is that there exists a $\mathbb{P} \in M_1(\Omega)$ such that $\mathbb{P} \upharpoonright \mathcal{A}_n = \mathbb{P}_n \upharpoonright \mathcal{A}_n$ for all $n \geq 1$, and to do so it suffices to show that there exists a $\mathbb{P} \in M_1(\Omega)$ to which $\{\mathbb{P}_n : n \geq 1\}$ converges in the sense that $\langle \varphi, \mathbb{P}_n \rangle \to \langle \varphi, \mathbb{P} \rangle$ for all $\varphi \in C_b(\Omega; \mathbb{R})$. That there can be at most one $\mathbb{P}$ is obvious, and so, by Prohorov’s Theorem (cf. Lemma [1.1.7]), it suffices to prove that, for each $\epsilon > 0$, there is a compact set $K \subseteq \Omega$ such that $\inf_{n \geq 1} \mathbb{P}_n(K) \geq 1 - \epsilon$. To this end, let $\epsilon > 0$ be given, and, using Ulam’s Lemma, choose a compact $K_1 \ni e_1$ in $E_1$ such that $\mu_1(K_1) \geq 1 - \frac{\epsilon}{2}$, and, for $n \geq 2$, choose a compact $K_n \ni e_n$ in $E_n$ so that $\mu_n(\Omega_{n-1} \times E_n) \geq 1 - \frac{\epsilon}{2^n}$. A standard diagonalization argument shows that $K = \{\omega : \omega(n) \in K_n \text{ for } n \geq 1\}$ is a compact subset of $\Omega$. In addition, if $A_n = \{\omega : \omega(m) \notin K_m \text{ for } 1 \leq m \leq n\}$, then $A_n \not\subseteq \Omega \setminus K$. Finally, $\mathbb{P}_1(A_1) = \mu_1(E_1 \setminus K_1) \leq \frac{\epsilon}{2}$, and, for each $n \geq 2$,

$$\mathbb{P}_n(A_n) \leq \sum_{m=1}^{n} \mathbb{P}_n(\{\omega : \omega(m) \notin K_m\}) = \mu_1(E_1 \setminus K_1) + \sum_{m=2}^{n} \mathbb{P}_m(\{\omega : \omega(m) \notin K_m\})$$

$$= \mu_1(E_1 \setminus K_1) + \sum_{m=2}^{n} \mu_m(\Omega_{m-1} \times (E_m \setminus K_m)) \leq \epsilon \sum_{m=1}^{n} 2^{-m} \leq \epsilon.$$

Therefore, for any $1 \leq m \leq n$, $\mathbb{P}_n(A_m) = \mathbb{P}_m(A_m) \leq \epsilon$. At the same time, if $1 \leq n < m$, then, because $e_j \in E_j$ for all $j \geq 1$, $\omega \in \Phi_n^{-1}(\pi_m(A_m)) \implies \omega \in A_m$, which means that $\mathbb{P}_n(A_m) \leq P_n(A_m) \leq \epsilon$. It follows that $\mathbb{P}_n(K) = \lim_{m \to \infty} \mathbb{P}_n(A) \leq \epsilon$ for all $n \geq 1$, which means that $\mathbb{P}$ exists.

It remains to treat the case when $\mathcal{I}$ is uncountable. For each countable subset $S \subseteq \mathcal{I}$, let $\mathbb{P}_S$ be the measure just constructed on $\Omega_S$. Then, by uniqueness, if $S_1 \subseteq S_2$,

$$\mathbb{P}_{S_2}(\{\omega_{S_2} : \omega_{S_2} \upharpoonright S_1 \in A\}) = \mathbb{P}_{S_1}(A)$$

for $A \in \mathcal{B}_{\Omega_S}$. Hence we can define a finitely additive function $\mathbb{P}$ on the algebra $\mathcal{A}$ by setting $\mathbb{P}(\pi_S^{-1} A) = \mathbb{P}_S(A)$ for $A \in \mathcal{B}_{\Omega_S}$. Furthermore, if $\{A_k : k \geq 1\} \subseteq \mathcal{A}$ and $A_k \not\subseteq \emptyset$, then we can choose a countable $S \subseteq \mathcal{I}$ such that $\{\pi_S(A_k) : k \geq 1\} \subseteq \mathcal{B}_{\Omega_S}$, and clearly $\pi_S(A_k) \not\subseteq \emptyset$. Hence, $\mathbb{P}(A) = \mathbb{P}(\pi_S(A_k)) \not\subseteq \emptyset$, and therefore, by the Daniell Extension Theorem, $\mathbb{P}$ admits an extension to $\mathcal{F} = \sigma(\mathcal{A})$ as a probability measure. 

$\square$
COROLLARY 2.5.2. Let $\mathcal{I}$ be a non-empty set and $c : \mathcal{I}^2 \to \mathbb{R}$ a symmetric function satisfying \eqref{2.5.1}. Then there is a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ on which there is a collection of random variables $\{X(\xi) : \xi \in \mathcal{I}\}$ whose span is a centered Gaussian family for which $c$ is the covariance function.

PROOF. Take $\Omega = \mathbb{R}^2$, the space of all maps $\omega : \mathcal{I} \to \mathbb{R}$, and define the $\sigma$-algebra $\mathcal{F}$ accordingly. Given a $\emptyset \neq F \subset \mathcal{I}$, take $\mu_F$ to be the centered Gaussian measure on $\mathbb{R}^F$ with covariance matrix $A_F = ((c(\xi_j, \xi_k)))_{\xi_j, \xi_k \in F}$. Then it is easy to check that $\{\mu_F : \emptyset \neq F \subset \mathcal{I}\}$ is a consistent family. Now apply Theorem 2.5.1 to produce a probability measure on $(\Omega, \mathcal{F})$ with the property that, for all $n \geq 1$ and $\xi_1, \ldots, \xi_n \in \mathcal{I}$, the distribution of 
\[
\begin{pmatrix}
\omega(\xi_1) \\
\vdots \\
\omega(\xi_n)
\end{pmatrix}
\]
is $\mu_{\{\xi_1, \ldots, \xi_n\}}$, and conclude that $\{\omega(\xi) : \xi \in \mathcal{I}\}$ are random variables with the required property. \hfill \Box

EXERCISE 2.5.1. Show that if $c_1$ and $c_2$ are covariance functions on $\mathcal{I}^2$, then $c_1c_2$ is also a covariance function there.

Hint: Construct a probability space on which there are mutually independent families $\{X_1(\xi) : \xi \in \mathcal{I}\}$ and $\{X_2(\xi) : \xi \in \mathcal{I}\}$ of centered random variables, the first with covariance function $c_1$ and the second with covariance function $c_2$. Alternatively, see if you can find a more direct proof.

2.5.1. Continuity Considerations. Suppose that $E$ is a metric space and that $c$ is a covariance function on $E^2$. If there is a choice of random variables $X(\xi), \xi \in E$, that are continuous with respect to $\xi$ and form a centered Gaussian process for which $c$ is the covariance function, then $c$ must be a continuous function on $E^2$. Indeed, suppose $(\xi_n, \eta_n) \to (\xi, \eta)$ in $E^2$. Then, by Lemma 2.1.1, $X(\xi_n) \to X(\xi)$ and $X(\eta_n) \to X(\eta)$ in $L^2(\mathbb{P} : \mathbb{R})$, and so
\[
c(\xi_n, \eta_n) - c(\xi, \eta) = \mathbb{E} [ (X(\xi_n) - X(\xi))X(\eta_n) ] + \mathbb{E} [ X(\xi)(X(\eta_n) - X(\eta)) ] \to 0.
\]
However, the converse statement is false. That is, just because $c$ is continuous on $E^2$, does not mean that there is a Gaussian process $\{X(\xi) : \xi \in E\}$ on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with $c$ as its covariance function with the property that $\xi \in E \to X(\xi, \omega)$ is a continuous function for every $\omega \in \Omega$. In fact, even when $E = \mathbb{R}$, the condition on $c$ that guarantees the existence of a continuous process is very technical. Nonetheless, the following theorem of Kolmogorov enables us to prove that if $E = \mathbb{R}^N$ and, for some $\beta \in (0, 1]$,
\[
\left\{ \frac{c(\xi, \eta) + c(\eta, \xi) - 2c(\xi, \eta)}{|\eta - \xi|^\beta} : |\eta| \vee |\xi| \leq R \right\} < \infty \text{ for all } R > 0,
\]
then a continuous choice exists.

Remember that, when dealing with an uncountable number of random variables, in general one can measure only those events that depend on countably many of them. Thus one says that two families $\{X(\xi) : \xi \in \mathcal{I}\}$ and $\{Y(\xi) : \xi \in \mathcal{I}\}$ indexed by a set $\mathcal{I}$ have the same distribution if each countable subset of one has the same distribution as the corresponding subset of the other. As a consequence, one can change individual members on sets of measure 0 without changing the distribution of the family. With this in mind, one says that two families of random variables are versions of one another if one family can be obtained from the other by changing individual random variables on sets of measure 0.

In the proof of the following theorem, we use the fact that if $Q$ is a closed cube in $\mathbb{R}^N$ and, for each vertex $v$ of $Q$, $a_v$ is an element of a vector space $E$, then there is a unique function $f : Q \to E$, known as
\footnotetext{2}{It’s sufficiency was proved by Richard Dudley, and its necessity was proved later by Michel Talagrand.}
the multilinear extension of \( v \sim a_v \), such that \( f(v) = a_v \) for each vertex \( v \) and \( f \) is an affine function of each coordinate. For example, if \( Q = [0,1]^2 \), then

\[
f(\xi_1, \xi_2) = (1 - \xi_1)(1 - \xi_2)a_{(0,0)} + (1 - \xi_1)\xi_2a_{(0,1)} + \xi_1(1 - \xi_2)a_{(1,0)} + \xi_1\xi_2a_{(1,1)}.
\]

The general case can be proved by translation, scaling, and induction on \( N \).

**Theorem 2.5.3.** Suppose that, for some cube \( Q = [a,b]^N \subseteq \mathbb{R}^N \), \( \{X(\xi) : \xi \in Q\} \) is a family of random variables taking values in a Banach space \( E \), and assume that, for some \( p \in [1, \infty) \), \( C < \infty \), and \( r \in (0, 1] \),

\[
E\left[\|X(\eta) - X(\xi)\|_E^p\right] \leq C|\eta - \xi|^\frac{N}{p} + r \quad \text{for all } \eta, \xi \in Q.
\]

Then there exists a version \( \tilde{X}(\xi) : \xi \in Q \) of \( \{X(\xi) : \xi \in Q\} \) such that \( \xi \in Q \mapsto \tilde{X}(\xi)(\omega) \in E \) is continuous for all \( \omega \in \Omega \). In fact, for each \( \alpha \in [0, r) \), there is a \( K < \infty \), depending only on \( N, p, r, \) and \( \alpha \), such that

\[
E\left[\sup_{\xi, \eta \in [0, 1]^N, \eta \neq \xi} \left(\frac{|\tilde{X}(\eta) - \tilde{X}(\xi)|_E}{|\eta - \xi|_E^{\alpha}}\right)^p\right] \leq KC(b - a)^{N + r - \alpha}.
\]

**Proof.** Given \( \xi \in \mathbb{R}^N \), define \( \|\xi\|_\infty = \max_{1 \leq j \leq N} |\xi_j| \).

First note that, by an elementary translation and rescaling argument, it suffices to treat the case when \( Q = [0,1]^N \).

Given \( n \geq 0 \), set

\[
M_n = \max_{\|m - k\|_\infty = 1} \left\|X(m2^{-n}) - X(k2^{-n})\right\|_E
\]

\[
\leq \left(\sum_{\|m - k\|_\infty = 1, k, m \in [0, 2^n]^N} \left\|X(m2^{-n}) - X(k2^{-n})\right\|_E^p\right)^{\frac{1}{p}},
\]

and observe that

\[
E[M_n^{\frac{1}{p}}] \leq \left(\sum_{\|m - k\|_\infty = 1, k, m \in [0, 2^n]^N} E\left[\left\|X(m2^{-n}) - X(k2^{-n})\right\|_E^p\right]\right)^{\frac{1}{p}} \leq C2^{-nr + \frac{N}{p}}.
\]

Let \( n \geq 0 \) be given, and take \( X_n(\cdot) \) to be the function that equals \( X(\cdot) \) at the vertices of and is multilinear on each cube \( m2^{-n} + [0, 2^{-n}]^N \). Because \( X_{n+1}(\xi) - X_n(\xi) \) is a multilinear function on \( m2^{-n-1} + [0, 2^{-n-1}]^N \),

\[
\sup_{\xi \in [0,1]^N} \left\|X_{n+1}(\xi) - X_n(\xi)\right\|_E
\]

\[
= \max_{m \in N\cap [0,2^{n+1}]^N} \left\|X_{n+1}(m2^{-n}) - X_n(m2^{-n})\right\|_E.
\]

Since \( X_{n+1}(m2^{-n-1}) = X(m2^{-n-1}) \) and either \( X_n(m2^{-n-1}) = X(m2^{-n-1}) \) or

\[
X_n(m2^{-n-1}) = \sum_{\|k - m\|_\infty = 1} \theta_{m,k} X(k2^{-n-1}),
\]


where the \( \theta_{m,k} \)'s are non-negative and sum to 1, it follows that
\[
\sup_{\xi \in [0,1]^N} \|X_{n+1}(\xi) - X_n(\xi)\|_E \leq M_{n+1}
\]
and therefore that
\[
\mathbb{E} \left[ \sup_{\xi \in [0,1]^N} \|X_{n+1}(\xi) - X_n(\xi)\|_E^p \right]^{\frac{1}{p}} \leq C 2^{-nr+\frac{n}{p}}.
\]
Hence, for \( 0 \leq n < n' \),
\[
\mathbb{E} \left[ \sup_{n' > n} \sup_{\xi \in [0,1]^N} \|X_{n'}(\xi) - X_n(\xi)\|_E^p \right]^{\frac{1}{p}} \leq \frac{C 2^{-nr'+\frac{n}{p}}}{1 - 2^{-r}},
\]
and so \( \{X_n : n \geq 0\} \) converges in \( C([0,1]^N;E) \) both \( \mathbb{P} \)-almost surely and in \( L^p(\mathbb{P}; C([0,1]^N;E)) \). Therefore there exists a measurable map \( \tilde{X} : [0,1]^N \times \Omega \to E \) such that \( \xi \rightsquigarrow \tilde{X}(\xi,\omega) \) is continuous for each \( \omega \in \Omega \) and
\[
\mathbb{E} \left[ \sup_{\xi \in [0,1]^N} \|\tilde{X}(\xi) - X_n(\xi)\|_E^p \right]^{\frac{1}{p}} \leq \frac{C 2^{-nr'+\frac{n}{p}}}{1 - 2^{-r}}.
\]
Furthermore, \( \tilde{X}(\xi) = X(\xi) \) (a.s., \( \mathbb{P} \)) if \( \xi = m 2^{-n} \) for some \( n \geq 0 \) and \( m \in \mathbb{N}^N \cap \{0, 2^n\} \), and therefore, since \( \xi \rightsquigarrow \tilde{X}(\xi) \) is continuous and
\[
\mathbb{E} \left[ \|X(m 2^{-n}) - X(\xi)\|_E^p \right]^{\frac{1}{p}} \leq C 2^{-n(\frac{n}{p}+r)}
\]
if \( m_j 2^{-n} \leq \xi_j < (m_j + 1) 2^{-n} \) for \( 1 \leq j \leq N \), it follows that \( X(\xi) = \tilde{X}(\xi) \) (a.s., \( \mathbb{P} \)) for each \( \xi \in [0,1]^N \).

To prove the final estimate, suppose that \( 2^{-n-1} < |\eta - \xi| \leq 2^{-n} \). Then
\[
\|X_n(\eta) - X_n(\xi)\|_E \leq N^{\frac{1}{2}2^n} |\xi - \eta| M_n,
\]
and so, \( \mathbb{P} \)-almost surely,
\[
\|\tilde{X}(\eta) - \tilde{X}(\xi)\|_E \leq 2 \sup_{\beta \in [0,1]^N} \|\tilde{X}(\beta) - X_n(\beta)\|_E + N^{\frac{1}{2}2^n} |\xi - \eta| M_n.
\]
Hence, by the preceding,
\[
\mathbb{E} \left[ \sup_{\xi,\eta \in [0,1]^N, 2^{-n-1} < |\eta - \xi| \leq 2^{-n}} \left( \left\| \tilde{X}(\eta) - \tilde{X}(\xi) \right\|_E \right)^p \left| \eta - \xi \right|^a \right]^{\frac{1}{p}} \leq C \left( \frac{2^N+1}{1 - 2^{-r}} + 2^N N^{\frac{1}{2}} \right) 2^{-n(r-a)},
\]
and therefore
\[
\mathbb{E} \left[ \sup_{\xi,\eta \in [0,1]^N, \eta \neq \xi} \left( \left\| \tilde{X}(\eta) - \tilde{X}(\xi) \right\|_E \right)^p \left| \eta - \xi \right|^a \right]^{\frac{1}{p}} \leq KC,
\]
where
\[
K = 2^N \left( \frac{2^N}{2^{-r}} + 4 N^{\frac{1}{2}+\frac{1}{p}} \right) (1 - 2^{-(r-a)})^{-1}.
\]
Corollary 2.5.4. Assume that there is a $p \in [1, \infty)$, $\beta > \frac{N}{p}$, and $C < \infty$ such that

$$\mathbb{E}\left[\|\tilde{X}(\eta) - \tilde{X}(\xi)\|_E^p\right]^\frac{1}{p} \leq C|\eta - \xi|^{\beta} \quad \text{for all } \xi, \eta \in \mathbb{R}^N.$$  

Then, for each $\gamma > \beta$,

$$\lim_{|\xi| \to \infty} \frac{\tilde{X}(\xi)}{|\xi|^\gamma} = 0 \quad \text{(a.s., } \mathbb{P}) \text{ and in } L^p(\mathbb{P}; E).$$

Proof. Take $\alpha = 0$ in Theorem 2.5.3. Then, because

$$\sup_{2^{n-1} \leq \|\xi\| \leq 2^n} \frac{\|\tilde{X}(\xi) - \tilde{X}(0)\|_E}{|\xi|^\gamma} \leq 2^{-(n-1)\gamma} \sup_{2^{n-1} \leq \|\xi\| \leq 2^n} \|\tilde{X}(\xi) - \tilde{X}(0)\|_E,$$

we have

$$\mathbb{E}\left[\left(\sup_{2^{n-1} \leq \|\xi\| \leq 2^n} \frac{\|\tilde{X}(\xi) - \tilde{X}(0)\|_E}{|\xi|^\gamma}\right)^p\right]^{\frac{1}{p}} \leq 2^{-\gamma(n-1)} \mathbb{E}\left[\sup_{2^{n-1} \leq \|\xi\| \leq 2^n} \|\tilde{X}(\xi) - \tilde{X}(0)\|_E^p\right]^{\frac{1}{p}} \leq 2^{\beta + \gamma} KC^2(\beta - \gamma)n,$$

and so

$$\mathbb{E}\left[\left(\sup_{\|\xi\| \geq 2^{n-1}} \frac{\|\tilde{X}(\xi) - \tilde{X}(0)\|_E}{|\xi|^\gamma}\right)^p\right]^{\frac{1}{p}} \leq \frac{2^{\beta + \gamma} KC^2(\beta - \gamma)m}{1 - 2^{\beta - \gamma} 2^{(\beta - \gamma)m}}.$$

\[\square\]

Corollary 2.5.5. Suppose that $c$ is a covariance function on $\mathbb{R}^N \times \mathbb{R}^N$ that satisfies (2.5.2). Then, there exists a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ on which there is a Gaussian process $\{X(\xi) : \xi \in \mathbb{R}^N\}$ with covariance function $c$ such that $X(\cdot, \omega) \in C(\mathbb{R}^N; \mathbb{R})$ for each $\omega \in \Omega$. Moreover, for each $\alpha < \frac{\beta}{2}$, $X(\cdot, \omega)$ is Hölder continuous of order $\alpha$ on compact sets, and, for each $\alpha > \frac{\beta}{2}$, $\frac{|X(\xi, \omega)|}{|\xi|^{\alpha}} \to 0$ as $|\xi| \to \infty$.

Proof. Let $\{X(\xi) : \xi \in \mathbb{R}^N\}$ be a Gaussian process with covariance function $c$. Then, for each $R > 0$,

$$\mathbb{E}\left[|X(\eta) - X(\xi)|^2\right] = c(\eta, \eta) + c(\xi, \xi) - 2c(\eta, \xi) \leq CR|\eta - \xi|^{\beta} \quad \text{for some } C_R < \infty,$$

and so, for any $p \in [1, \infty)$,

$$\mathbb{E}\left[|X(\eta) - X(\xi)|^p\right]^{\frac{1}{p}} \leq K_p C_R |\eta - \xi|^{\frac{\beta}{p}},$$

where $K_p = \int |x|^p \gamma_{0,1}(dx)$. Now let $0 \leq \alpha < \frac{\beta}{2}$ be given, choose $0 < r < \frac{\beta}{2} - \alpha$, and determine $p \in [1, \infty)$ by $\frac{N}{p} = \frac{\beta}{2} - r$. Then

$$\mathbb{E}\left[|X(\eta) - X(\xi)|^p\right]^{\frac{1}{p}} \leq K_p C_R |\eta - \xi|^{\frac{\beta}{p} + r},$$

and so the stated result follows from Theorem 2.5.3 and Corollary 2.5.4. \[\square\]
2.5.2. Some Examples. By far the most renowned Gaussian process parameterized by the real numbers is the one constructed originally by N. Wiener and usually called Brownian motion. The covariance function for this process is
\[
w(s, t) = \begin{cases} |s| \wedge |t| & \text{if } st > 0 \\ 0 & \text{if } st \leq 0. \end{cases}
\]
To check that \( w \) is a covariance function, it suffices to check that its restriction to \([0, \infty)^2\) is and to observe that
\[
s \wedge t = \int_0^\infty 1_{[0, \infty)}(s-u)1_{[0, \infty)}(t-u) \, du \quad \text{for } s, t \geq 0,
\]
and therefore that
\[
\sum_{j, k=1}^n s_j \wedge s_k \alpha_j \alpha_k = \int_0^\infty \left( \sum_{j=1}^n 1_{[0, \infty)}(s_j - \tau) \right)^2 \, du \geq 0
\]
for all choices of \( s_1, \ldots, s_n \in [0, \infty) \) and \( \alpha_1, \ldots, \alpha_n \in \mathbb{R} \).

**Theorem 2.5.6.** There exists a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) on which there is a centered Gaussian process \( \{B(t) : t \in \mathbb{R}\} \) with covariance function \( w \) and having the property that, for each \( \omega \in \Omega \), \( B(\cdot, \omega) \) a Hölder continuous function of every order \( 0 \leq \alpha < \frac{1}{2} \), and
\[
\lim_{|t| \to \infty} \frac{|B(t, \omega)|}{|t|^{\beta}} = 0 \quad \text{for every } \beta > \frac{1}{2}.
\]

**Proof.** Simply observe that \( w(t, t) + w(s, s) - 2w(s, t) = |t - s| \), and apply Corollary 2.5.5. \( \square \)

From now on, I will say that a collection \( \{X(t) : t \in \mathbb{R}\} \) of random variables on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is a Brownian motion if it is a Gaussian process with covariance \( w \) and \( X(\cdot, \omega) \) is continuous for \( \mathbb{P} \)-almost every \( \omega \in \Omega \). Clearly, \( \mathbb{P} \)-almost all of the paths \( X(\cdot, \omega) \) will possess all the properties described in Theorem 2.5.6.

Wiener constructed this process to provide a mathematically rigorous foundation for A. Einstein’s model of a physical phenomenon, first reported by a botanist named Brown, on which he was basing his kinetic theory of gases. However, at least for mathematicians, its renown does not derive from its connection to Einstein or the frequency of its appearance in models of physical, engineering, and even financial phenomena, but to the sometimes startling properties it possesses. The following provides a few elementary examples of these properties.

**Theorem 2.5.7.** Let \( \{B(t) : t \in \mathbb{R}\} \) be a Brownian motion on \((\Omega, \mathcal{F}, \mathbb{P})\).

(i) For each \( s \in [0, \infty) \), \( B(s) \) is independent of \( \{B(t_2) - B(t_1) : s \leq t_1 \leq t_2\} \), and therefore, for any \( n \geq 1 \) and \( 0 \leq t_0 < \cdots < t_n \), \( \{B(t_m) - B(t_{m-1}) : 1 \leq m \leq n\} \) are mutually independent, \( N(0, t_m - t_{m-1}) \)-random variables.

(ii) Both \( \{B(t) : t \in \mathbb{R}\} \) and \( \{B(-t) : t \in \mathbb{R}\} \) are Brownian motions, and, for any \( \alpha > 0 \), \( \{\alpha^{-\frac{1}{2}}B(\alpha t) : t \in \mathbb{R}\} \) is again a Brownian motion. In addition, for any \( T \in [0, \infty) \), \( \{B(t + T) - B(T) : t \in \mathbb{R}\} \) is a Brownian motion.

(iii) Set \( \hat{B}(0) = 0 \) and \( \hat{B}(t) = |t|B\left(\frac{1}{t}\right) \) for \( t \neq 0 \). Then \( \{\hat{B}(t) : t \in \mathbb{R}\} \) is a Brownian motion.

(vi) Define
\[
V_n(t) = \sum_{m=0}^{\lfloor 2^n t \rfloor - 1} \left( B(\lfloor m + 1 \rfloor 2^{-n}) - B(\lfloor m \rfloor 2^{-n}) \right)^2 \quad \text{for } t > 0.
\]
Then,
\[
\lim_{n \to \infty} \sup_{s \in [0, t]} |V_n(s) - s| = 0 \quad (\text{a.s., } \mathbb{P}) \text{ for all } t > 0.
\]
In particular, \(\mathbb{P}\)-almost no path \(B(\cdot)\) has locally bounded variation or is locally Hölder continuous of any order larger than \(\frac{1}{2}\).

**Proof.** By Theorem 2.4.3 to prove (i) it suffices to observe that \(\mathbb{E}[ (X(t_2) - X(t_1))^2 ] = 0\) if \(0 \leq s \leq t_1 \leq t_2\).

Since all the processes described in (ii) are centered Gaussian processes with continuous paths, all that one needs to do is check that \(w\) is their covariance function. Similarly, the collection in (iii) is a centered Gaussian process with covariance function \(w\), and so it suffices to check that its paths are \(\mathbb{P}\)-almost surely continuous, which comes down to showing that they are continuous at 0. But we know that \(\lim_{t \to \infty} \frac{B(t)}{t} = 0\) (a.s., \(\mathbb{P}\)), and so \(\lim_{t \to 0} |t| B\left(\frac{1}{t}\right) = 0\) (a.s., \(\mathbb{P}\)).

Turning to (iv), define \(\Delta_{m,n} = B((m + 1)2^{-n}) - B(m2^{-n})\) for \(m \geq 0\). Clearly, \(\Delta_{m,n} = \Delta_{m,n}^2 - 2^{-n}\) and \(S_n(m) = \sum_{k=0}^{n} Y_{k,n}\). Then, for each \(n \geq 0\), the \(Y_{m,n}\)'s are mutually independent random variable with mean 0 and variance \(2 \cdot 4^{-n}\), and
\[
|V_n(t) - t| \leq |V_n(t) - 2^{-n}|2^n t| + 2^{-n} = |S_n(2^n t)| + 2^{-n}.
\]
Thus it suffices to show that \(\sup\{ |S_n(m)| : 0 \leq m \leq 2^n t \} \to 0\). But, by Kolmogorov’s inequality,
\[
\mathbb{P}\left( \sup_{0 \leq m \leq 2^n t} |S_n(m)| \geq \epsilon \right) \leq e^{-2} \mathbb{E}\left[ |S_n(2^n t)|^2 \right] \leq e^{-2} 2^{1-n} t,
\]
and so the proof of the first part of (iv) is complete. To prove the rest use (ii) to see that it suffices to consider the paths restricted to \([0, 1]\). Next observe that if \(\varphi : [0, 1] \to \mathbb{R}\) is Hölder continuous of order \(\alpha > \frac{1}{2}\), then
\[
\sum_{m=0}^{2^n-1} \left( \varphi((m+1)2^{-n}) - \varphi(m2^{-n}) \right)^2 \leq \|\varphi\|_{C^0([0,1];\mathbb{R})} \cdot 2^{n(1-2\alpha)} \to 0.
\]
Also, if \(\varphi\) is continuous and of bounded variation and \(\rho\) is the modulus of continuity for \(\varphi\), then
\[
\sum_{m=0}^{2^n-1} \left( \varphi((m+1)2^{-n}) - \varphi(m2^{-n}) \right)^2 \leq \|\varphi\|_{\text{var}} \cdot \rho(2^{-n}) \to 0.
\]
Hence, \(\mathbb{P}\)-almost no Brownian path can have either of these properties. \(\Box\)

Given a collection \(\{X(t) : t \in \mathbb{R}\}\) of random variables, set \(\mathcal{F}_s = \sigma(\{X(t) : \tau \in (-\infty, s]\})\) for \(s \in \mathbb{R}\). Then \(\{X(t) : t \in \mathbb{R}\}\) is a Markov process if, for all \(s < t\), the conditional distribution of \(X(t)\) given \(\sigma(\{X(s)\})\) is the same as that of \(X(t)\) given \(\mathcal{F}_s\). If \(\{X(t) : t \in \mathbb{R}\}\) is a Markov process and, for \(s < t\), \(x \in \mathbb{R} \leadsto P(s, x; t, \cdot) \in M_1(\mathbb{R})\) is a measurable map (i.e., \(x \leadsto P(s, x; t, \Gamma)\) is measurable for all \(\Gamma \in \mathcal{B}_{\mathbb{R}}\)) such that
\[
\mathbb{E}[X(t) \in \Gamma] \mid \mathcal{F}_s = P(s, X(s); t, \Gamma) \quad \text{for } \Gamma \in \mathcal{B}_{\mathbb{R}},
\]
then \(P(s, x; t, \cdot)\) is called the transition probability function for \(\{X(t) : t \in \mathbb{R}\}\). Finally, \(\{X(t) : t \in \mathbb{R}\}\) is said to be a homogeneous Markov process if it has a transition probability function that, as a function of \(s < t\), depends only on \(t - s\). That is, \(P(s, x; t, \cdot) = P(t - s, x, \cdot) = P(0, x; t - s, \cdot)\).
An important fact about a Brownian motion $\{B(t) : t \in \mathbb{R}\}$ is that $\{B(t^+) : t \in \mathbb{R}\}$ is a Markov process. Indeed, if $\mathcal{F}_s = \sigma(\{B(\tau^+) : \tau \in (-\infty, s]\})$, then, for all $s < t$ and bounded measurable $\varphi : \mathbb{R} \to \mathbb{R}$,
\[
\mathbb{E}[\varphi(B(t^+)) | \mathcal{F}_s] = \int \varphi(B(s^+) + y) \gamma_{0,t^+-s^+}(dy)
\]
since, by (1) in Theorem 2.5.7, $B(t^+) - B(s^+)$ is independent of $\mathcal{F}_s$ and is a centered Gaussian with variance $t^+ - s^+$. Therefore $\{B(t^+) : t \in \mathbb{R}\}$ is a homogeneous Markov process with transition probability $\gamma_{x,t^+-s^+}$.

**Lemma 2.5.8.** Let $\{X(t) : t \in \mathbb{R}\}$ be a Gaussian process with covariance function $c$. If $\{X(t) : t \in \mathbb{R}\}$ is a Markov process, then
\[
(2.5.3)\quad c(r,t)c(s,t) = c(r,s)c(s,t) \text{ for all } r \leq s < t.
\]
Conversely, if $c$ satisfies (2.5.3) and $t \in \mathbb{R} \mapsto c(t,t) \in \mathbb{R}$ is continuous, then $\{X(t) : t \in \mathbb{R}\}$ is a Markov process with transition probability function $P(s,x,t,\cdot) = \gamma_{b(s,t)x,a(s,t)}$, where
\[
b(s,t) = \begin{cases} 
\frac{c(s,t)}{c(s,s)} & \text{if } c(s,s) > 0 \\
0 & \text{if } c(s,s) = 0,
\end{cases}
\]
\[
a(s,t) = \begin{cases} 
\frac{c(t,t) - c(s,t)c(s,s)}{c(s,s)} & \text{if } c(s,s) > 0 \\
c(t,t) & \text{if } c(s,s) = 0,
\end{cases}
\]
and $\gamma_{b,0} = \delta_b$.

**Proof.** First suppose that $\{X(t) : t \in \mathbb{R}\}$ is a Markov process. Given $s < t$, either $c(r,s) = 0$, in which case $c(r,t) = 0$ and therefore (2.5.3) holds, or $c(s,s) > 0$, in which case $X(t) - \frac{c(s,t)}{c(s,s)}X(s)$ is independent of $X(s)$ and therefore $\mathbb{E}[X(t) | \mathcal{F}_s] = \frac{c(s,t)}{c(s,s)}X(s)$, which means that
\[
c(r,t) = \mathbb{E}[X(t)X(r)] = \frac{c(s,t)}{c(s,s)} \mathbb{E}[X(s)X(r)] = \frac{c(r,s)c(s,t)}{c(s,s)}.
\]
Conversely, assume $t \mapsto c(t,t)$ is continuous and that (2.5.3) holds. If $r \leq s < t$ and $c(s,s) > 0$, then
\[
\mathbb{E}\left[(X(t) - b(s,t)X(s))X(r)\right] = c(r,t) - \frac{c(s,t)c(r,s)}{c(s,s)} = 0,
\]
and so $X(t) - b(s,t)X(s)$ is a centered Gaussian with variance $a(s,t)$ that is independent of $\mathcal{F}_s$.

What remains is to handle the case when $c(s,s) = 0$ for some $s \in \mathbb{R}$. To this end, let $t \in \mathbb{R}$ be given. There is no problem if either $c(t,r) = 0$ or $c(s,s) > 0$ for all $s \leq t$. Now set $s_0 = \sup\{s \leq t : c(s,s) = 0\}$, and assume that $s_0 > -\infty$. By continuity, $c(s_0,s_0) = 0$, and so we are done if $s_0 = t$. If $s_0 < t$, then we have to show that $c(t,r) = 0$ for all $r < s_0$. But $r < s_0 \implies c(t,r)c(r,r) = c(r,s_0)c(s_0,t) = 0$, which, since $c(r,r) = 0 \implies c(r,t) = 0$, is possible only if $c(r,t) = 0$. \hfill $\square$

**2.5.3. Stationary Gaussian Processes.** A stochastic process $\{X(\xi) : \xi \in V\}$, where $V$ is a vector space, is said to be stationary if, for all $\eta \in V$, the distribution of $\{X(\xi + \eta) : \xi \in V\}$ is the same as that of $\{X(\xi) : \xi \in V\}$. For a centered Gaussian process, it is easy to show that stationarity is equivalent to its covariance function $c$ being translation invariant. That is $c(\xi,\eta) = c(0,\eta - \xi)$ for all $\xi, \eta \in V$.

When $V = \mathbb{R}^N$, $c$ is translation invariance if and only if there is an $\mathbb{R}$-valued, non-negative definite function $f$ such that $c(\xi,\eta) = f(\eta - \xi)$, which means that $\frac{f(\eta)}{\sqrt{2\pi}^N}$ must be a characteristic function for a symmetric probability measure if $c$ is continuous. Thus we have a ready source of translation invariant covariance functions. Notice that the centered Gaussian with covariance function $f(\eta - \xi)$ will admit a continuous version if $f$ is Hölder continuous of some positive order at 0.
Theorem 2.5.9. Suppose that \( f : \mathbb{R} \to \mathbb{R} \) is a continuous, non-negative definite function and that \( \{X(t) : t \in \mathbb{R}\} \) is a continuous, centered Gaussian process with covariance function \( f(t - s) \) on \( (\Omega, \mathcal{F}, \mathbb{P}) \). If \( f(t) \to 0 \) as \( t \to \infty \), then \( \{X(t) : t \in \mathbb{R}\} \) is ergodic. Equivalently, for any bounded, Borel measurable \( \varphi : \mathbb{R} \to \mathbb{R} \),

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi(X(t)) \, dt = \mathbb{E}[\varphi(X(0))] = \int \varphi(y) \gamma_{0,f(0)}(dy) \quad \text{(a.s., } \mathbb{P}.)
\]

Proof. Without loss in generality, we will assume that \( \Omega = C(\mathbb{R}; \mathbb{R}) \) and \( \mathcal{F} = \sigma(\{\omega(t) : t \in \mathbb{R}\}) \).

For each \( s \in \mathbb{R} \), define the time-shift map \( T_s : \Omega \to \Omega \) by \( T_s \omega(t) = \omega(s + t) \). Clearly each \( T_s \) is a \( \mathcal{F} \)-measurable, \( \mathbb{P} \)-measure preserving map, and \( T_s \circ T_t = T_{s+t} \) for all \( s, t \in \mathbb{R} \).

By the Individual Ergodic Theorem, what we have to show is that if \( A \in \mathcal{F} \) is time shift invariant (i.e., \( A = T_t^{-1}A \) for all \( t \geq 0 \)), then \( \mathbb{P}(A) \in \{0, 1\} \). For that purpose, we will show that, for any \( A \in \mathcal{F} \),

\[
\mathbb{P}(A \cap T_t^{-1}A) \to \mathbb{P}(A)^2 \quad \text{as } t \to \infty,
\]

from which it is clear that \( \mathbb{P}(A) = \mathbb{P}(A)^2 \) if \( A \) is time shift invariant.

Let \( \mathcal{A} \) be the collection of all subsets having the form \( \{\omega : (\omega(t_1), \ldots, \omega(t_n))^\top \in \Gamma\} \) for some \( n \geq 1 \), \( t_1 < \cdots < t_n \), and \( \Gamma \in \mathcal{B}_{\mathbb{R}^n} \), and let \( \mathcal{C} \) be the set of \( A \in \mathcal{F} \) for which (*) holds. Clearly \( \mathcal{A} \) is an algebra which generates \( \mathcal{F} \) and \( \mathcal{C} \) is closed under complementation. Thus, if we can show that \( \mathcal{C} \supseteq \mathcal{A} \) and is closed under non-decreasing limits, then we will know that \( \mathcal{C} = \mathcal{F} \).

To prove that \( \mathcal{A} \subseteq \mathcal{C} \), let \( A = \{\omega : (\omega(t_1), \ldots, \omega(t_n))^\top \in \Gamma\} \), where \( t_1 < \cdots < t_n \). By Lemma 2.4.1, we may assume that the matrix \( B = (\langle f(t_j - t_k) \rangle)_{1 \leq j, k \leq n} \) is non-degenerate. Next, for \( t > t_n - t_1 \), define \( C(t) = (\langle f(t_j - t_k - t) \rangle)_{1 \leq j, k \leq n} \) and

\[
B(t) = \begin{pmatrix} B & C(t) \\ C(t)^\top & B \end{pmatrix}.
\]

Then \( \gamma_{0,B(t)} \) is the joint distribution of

\[
(\omega(t_1), \ldots, \omega(t_n))^\top \quad \text{and} \quad (\omega(t_1 + t), \ldots, \omega(t_n + t))^\top,
\]

and so \( \mathbb{P}(A \cap T_t^{-1}A) = \gamma_{0,B(t)}(\Gamma \times \Gamma) \). Since

\[
B(t) \to \begin{pmatrix} B & 0 \\ 0 & B \end{pmatrix} \quad \text{as } t \to \infty
\]

and \( B \) is non-degenerate, \( \gamma_{0,B(t)} \) converges in variation to \( \gamma_{0,B}^2 \), which means that \( \mathbb{P}(A \cap T_t^{-1}A) \to \gamma_{0,B}^2(\Gamma)^2 = \mathbb{P}(A)^2 \).

Finally, suppose that \( \{A_n : n \geq 1\} \subseteq \mathcal{C} \) and that \( A_n \nearrow A \). Then

\[
0 \leq \mathbb{P}(A \cap T_t^{-1}A) - \mathbb{P}(A_n \cap T_t^{-1}A_n) \leq \mathbb{P}(A \setminus A_n) + \mathbb{P}(T^{-1}A_n \setminus T_t^{-1}A_n) = 2\mathbb{P}(A \setminus A_n).
\]

Hence, if (*) holds for each \( A_n \), then it also holds for \( A \). \( \square \)

We now have two examples of the influence that properties of \( f \) have on the properties of the associated Gaussian process: continuity properties of \( f \) are reflected in continuity properties of the paths, and decay properties of \( f \) at infinity influence long term properties, in particular ergodicity, of the process.
Periodicity provides a more dramatic example. To wit, take \( f(t) = \cos(2\pi t) \). Of course one can use Corollary 2.5.3 to construct an associated Gaussian process, but there is a more revealing way to do so. Namely, take \( \Omega = \mathbb{R} \times [0, 1] \) and \( \mathbb{P} = \gamma_{0.2} \times \lambda_{[0,1]} \), and define
\[
X(t, (\xi, \tau)) = \xi \cos(2\pi(t + \tau)) \quad \text{for} \quad t \in \mathbb{R} \quad \text{and} \quad (\xi, \tau) \in \Omega.
\]
Clearly \( \{X(t) : t \in \mathbb{R}\} \) is a centered Gaussian process. Moreover,
\[
\mathbb{E}[X(t)X(s)] = 2 \int_0^1 \cos(2\pi(t + \tau)) \cos(2\pi(s + \tau)) \, d\tau
\]
\[
= 2 \int_0^1 \cos(2\pi(t - s + \tau)) \cos(2\pi\tau) \, d\tau
\]
\[
= 2 \cos(2\pi(t - s)) \int_0^1 \cos(2\pi\tau)^2 \, d\tau - \sin(2\pi(t - s)) \int_0^1 \sin(2\pi\tau) \cos(2\pi\tau) \, d\tau
\]
\[
= \cos(2\pi(t - s)).
\]
Thus \( \cos(2\pi(t - s)) \) is the covariance function of \( \{X(t) : t \in \mathbb{R}\} \).

As J. Doob noticed, there are very few \( \mathbb{R} \)-valued characteristic functions \( f : \mathbb{R} \to \mathbb{R} \) for which the corresponding covariance function satisfies (2.5.3). Indeed, if (2.5.3) holds, \( f(\xi + \eta) = f(\xi)f(\eta) \) for all \( \xi, \eta \geq 0 \). Thus, if \( g(\xi) = \text{sgn}(\xi) \log f(\xi) \), then \( g(\xi + \eta) = g(\xi) + g(\eta) \) for all \( \xi, \eta \in \mathbb{R} \), and so, by Theorem 2.2.4, \( f(\xi) = e^{-\alpha|\xi|} \) for some \( \alpha \geq 0 \). As a consequence, if \( \{X(t) : t \in \mathbb{R}\} \) is the centered Gaussian process with covariance function \( e^{-\alpha\tau} \), then any other stationary centered Gaussian process that is Markov will have the same distribution as \( \{aX(bt) : t \in \mathbb{R}\} \) for some \( a, b \geq 0 \). Because they were introduced by Ornstein and Uhlenbeck, these are called stationary Ornstein–Uhlenbeck processes.

There is an interesting way to construct a stationary Ornstein–Uhlenbeck process from a Brownian motion. Namely, let \( \{B(t) : t \in \mathbb{R}\} \) be a Brownian motion on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) that supports a random variable \( X_0 \in \mathcal{N}(0, 1) \) that is independent of \( \{B(t) : t \in \mathbb{R}\} \), and define
\[
(2.5.4) \quad X(t) = e^{-\frac{t}{2\sigma^2}} (X_0 + B(\text{sgn}(t)(e^{\frac{|t|}{\sigma}} - 1))).
\]
It is not hard to check that \( \{X(t) : t \in \mathbb{R}\} \) is an stationary Ornstein–Uhlenbeck process with covariance function \( e^{-\frac{t^2}{2\sigma^2}} \). For aficionados of Brownian motion, this representation facilitates computations. For example, it makes clear that, for \( s < t \), \( X(t) - e^{-\frac{t^2 - s^2}{2\sigma^2}} X(s) \) is independent of \( F_s = \sigma(\{X(\tau) : \tau \leq s\}) \) and has distribution \( \gamma_{0.1 - e^{-\frac{s^2}{2\sigma^2}}} \). Hence, \( \{X(t) : t \in \mathbb{R}\} \) is a homogeneous Markov process, and the function \( p(t, x, y) \) that appeared in (2.3.2) is the density of its transition probability function.

Exercise 2.5.2.

(i) Assume that \( f \in C^2(\mathbb{R}; \mathbb{R}) \) is a characteristic function whose second derivative is Hölder continuous of some positive order. Set \( \mathcal{I} = \{(s, t) \in \mathbb{R}^2 : st = 0\} \), and define
\[
c((s, 0); (t, 0)) = f(t - s), \quad c((s, 0); (0, t)) = c((0, t); (s, 0)) = f'(t - s),
\]
\[
\text{and} \quad c((0, s); (0, t)) = -f''(t - s).
\]
Show that \( c \) is a covariance function on \( \mathcal{I} \) and that there is a continuous centered Gaussian process \( \{Z(s, t) : (s, t) \in \mathcal{I}\} \) for which \( c \) is the covariance function. Next, set \( X(t) = Z(t, 0) \) and \( Y(t) = Z(0, t) \), and show that \( \{X(t) : t \in \mathbb{R}\} \) is a centered Gaussian process with covariance function \( f(t - s) \), that \( \{Y(t) : t \in \mathbb{R}\} \) is a centered Gaussian process with covariance function \( -f''(t - s) \), and that, almost surely,
\[
X(t) - X(s) = \int_s^t Y(\tau) \, d\tau \quad \text{for all} \quad s < t.
\]
Equivalently, \( X(\cdot) \in C^1(\mathbb{R}; \mathbb{R}) \) and \( Y(\cdot) = \dot{X}(\cdot) \) almost surely.

(ii) Show that if \( f \) is an \( \mathbb{R} \)-valued characteristic function that is periodic with period \( \alpha > 0 \), then
\[
f(t) = \sum_{n=0}^{\infty} a_n \cos\left(\frac{2\pi nt}{\alpha}\right),
\]
where \( \{a_n : n \geq 0\} \subseteq [0, \infty) \), \( a_1 > 0 \), and \( \sum_{n=0}^{\infty} a_n = 1 \). Further, given such an \( f \), let \( \{X_n : n \geq 0\} \) be a sequence of mutually independent \( N(0,2) \)-random variables on \( (\Omega, \mathcal{F}, \mathbb{P}) \), show that the series
\[
\left(\frac{a_0}{2}\right)^{\frac{1}{2}} X_0 + \sum_{n=1}^{\infty} a_n^{\frac{1}{2}} X_n \cos\left(\frac{2\pi nt}{\alpha}\right)
\]
converges almost surely for all \( t \in \mathbb{R} \), and define
\[
X(t, (\omega, \tau)) = a_0^{\frac{1}{2}} + \sum_{n=0}^{\infty} a_n^{\frac{1}{2}} X_n(\omega) \cos\left(\frac{2\pi nt}{\alpha}\right)
\]
for \( (\omega, \tau) \in \Omega \times [0, 1] \).

Show that \( \{X(t) : t \in \mathbb{R}\} \) is a centered Gaussian process on the probability space \( (\Omega \times [0,1], \mathcal{F} \times \mathcal{B}_{[0,1]}, \mathbb{P} \times \lambda_{[0,1]}) \) and that its paths are almost surely Borel measurable. Finally, if there is a \( \beta > 0 \) such that \( \sum_{n \geq R} a_n \leq R^{-\beta} \) for all \( R \geq 1 \), show that there is a version of \( \{X(t) : t \in \mathbb{R}\} \) which is Hölder continuous of every order \( \alpha < \frac{\beta}{2+\beta} \).

(iii) Let \( \{B(t) : t \in \mathbb{R}\} \) be a Brownian motion. Using the representation of an Ornstein–Uhlenbeck process in terms of a Brownian motion, show that, for each \( \alpha > 0 \),
\[
\lim_{|t| \to \infty} \frac{|B(t)|}{|t|^\alpha (\log |t|)^{\alpha}} = 0
\]
almost surely. This improves our earlier result but is still far short of the result coming from the law of the iterated logarithm which says that
\[
\lim_{|t| \to \infty} \frac{|B(t)|}{\sqrt{2t \log \log |t|}} = 1.
\]

(iv) Let \( \{B(t) : t \in \mathbb{R}\} \) be a Brownian motion, and define \( B_0(t) = B(t) - \psi(t)B(1) \), where \( \psi(t) = (t \wedge 1)^+ \). Show that \( B(1) \) is independent of \( \sigma(\{B_0(t) : t \in \mathbb{R}\}) \). Next, given a non-negative, \( \sigma(\{B(t) : t \in \mathbb{R}\}) \)-measurable function \( F \), set \( \tilde{F}(y) = E[F \circ (B + \psi y)] \) for \( y \in \mathbb{R} \), and show that
\[
E[F \circ B, B(1) \in \Gamma] = \int_{\Gamma} \tilde{F}(y) \gamma_{0,1}(dy)
\]
for \( \Gamma \in \mathcal{B}_\mathbb{R} \). Conclude that
\[
E[F \circ B \mid \sigma(\{B(1)\})] = \tilde{F}(B(1)).
\]
In particular, the distribution of \( \{B_0(t) : t \in \mathbb{R}\} \) is that of a Brownian motion conditioned to be at 0 at time \( t = 1 \). For this reason, \( \{B_0(t) : t \in \mathbb{R}\} \) is sometimes called a pinned Brownian motion.

(v) Referring to (iv), show that \( \{B_0(t) : t \geq 0\} \) is a Markov process. Further, if \( P(s, x; t, \cdot) \) is its transition probability function, show that
\[
P(s, x; t, \cdot) = \gamma_{1-t} = \frac{1}{2} \left(1 + \frac{1}{2} \left(1 - \frac{1}{2} \right)\right) \text{ for } 0 < s < t < 1.
\]

(vi) Let \( \{X(t) : t \in \mathbb{R}\} \) be an Ornstein–Uhlenbeck process with covariance function \( e^{-\frac{t^2}{2}} \), and set \( F_s = \sigma(\{X(\tau) : \tau \in (-\infty, s]\}) \) for \( s \in \mathbb{R} \). If \( H_n \) is the \( n \)th Hermite polynomial, show that, for each \( n \in \mathbb{N} \),
\[
\left(e^{\frac{nt}{2}} H_n(X(t)), F_s, \mathbb{P}\right)
\]
is a martingale.
(vii) Let \( \{B(t) : t \in \mathbb{R}\} \) be a Brownian motion and set \( \mathcal{F}_s = \sigma(\{B(\tau^+) : \tau \in (-\infty, s]\}) \) for \( s \in \mathbb{R} \). Show that,
\[
\left( \exp \left( \xi B(t^+) - \frac{t^+ \xi^2}{2} \right), \mathcal{F}_s, \mathbb{P} \right)
\]
is a martingale for each \( \xi \in \mathbb{R} \). Next, for each \( n \in \mathbb{N} \), check that \( (t, x) \mapsto t^+ H_n(t^{-\frac{1}{2}} x) \) is a polynomial in \( (t, x) \in \mathbb{R}^2 \) and that
\[
\left( (t^+)^2 H_n((t^+)^{-\frac{1}{2}} B(t^+)), \mathcal{F}_s, \mathbb{P} \right)
\]
is a martingale.

**Hint:** Use (2.3.18).
CHAPTER 3

Gaussian Measures on a Banach Space

3.1. Some Background

Besides standard results about Hilbert and Banach spaces, I will need a few less familiar ones. Throughout, the Banach spaces here will be over \( \mathbb{R} \), and I will use \( B^* \) to denote the dual of \( B \) and \( \langle x, \xi \rangle \) to denote the action of \( \xi \in B^* \) on \( x \in B \).

Given a Borel probability measure \( \mu \) on a Banach space \( B \), define its characteristic function \( \hat{\mu} : B^* \rightarrow \mathbb{C} \) by
\[
\hat{\mu}(\xi) = \int e^{i \langle x, \xi \rangle} \mu(dx).
\]

**Lemma 3.1.1.** If \( B \) is a separable Banach space, then \( B^B \) is the smallest \( \sigma \)-algebra with respect to which \( x \in B \mapsto \langle x, \xi \rangle \in \mathbb{R} \) is measurable for all \( \xi \in B^* \). In particular, if \( \mu, \nu \in M_1(E) \), then \( \mu = \nu \) if and only if \( \hat{\mu} = \hat{\nu} \).

**Proof.** Clearly \( x \in B \mapsto \langle x, \xi \rangle \in \mathbb{R} \) is \( B^B \) measurable for all \( \xi \in B^* \). To prove that sets in \( B^B \) are measurable with respect to the \( \sigma \)-algebra generated by these maps, it suffices to show that \( \| \cdot \|_B \) is measurable with respect to them. For that purpose, choose a sequence \( \{ x_n : n \geq 1 \} \) which is dense in the unit sphere \( \{ x \in B : \| x \|_B = 1 \} \), and, for each \( n \), use the Hahn–Banach Theorem to construct a \( \xi_n \in B^* \) such that \( \langle x_n, \xi_n \rangle = \| \xi_n \|_B = 1 \). Obviously, for any \( x \in B \), \( \| x \|_B \geq \sup_{n \geq 1} \langle x, \xi_n \rangle \). At the same time, if \( \epsilon > 0 \), choose \( n \) so that \( \| x - \| x \|_B x_n \|_B < \epsilon \). Then
\[
\langle x, \xi_n \rangle = \| x \|_B + \langle x - \| x \|_B x_n, \xi_n \rangle \geq \| x \|_B - \epsilon.
\]

Hence, \( \| x \|_B = \sup_{n \geq 1} \langle x, \xi_n \rangle \) for all \( x \in B \).

Given the preceding, we know that \( \mu = \nu \) on \( B^B \) if, for all \( \xi_1, \ldots, \xi_n \in B^* \), the distribution of the map \( x \in B \mapsto (\langle x, \xi_1 \rangle, \ldots, \langle x, \xi_n \rangle) \in \mathbb{R}^n \) is the same under \( \mu \) as it is under \( \nu \), and, by Lemma 1.1.1, this will be true if and only if \( \hat{\mu} = \hat{\nu} \).  

I will also be making use of Bochner’s theory of integration for Banach space valued functions. What follows is a brief outline of his theory.

Let \( B \) be a separable, real Banach space and \( (\Omega, \mathcal{F}, \mathbb{P}) \) a probability space. A function \( X : \Omega \rightarrow B \) is said to be simple if \( X \) is \( \mathcal{F} \)-measurable and \( X \) takes only finitely many values, in which case its expected value with respect to \( \mathbb{P} \) is the element of \( E \) given by
\[
\mathbb{E}[X] = \int_\Omega X(\omega) \mathbb{P}(d\omega) \equiv \sum_{x \in E} x \mathbb{P}(X = x).
\]

Notice that an equivalent description of \( \mathbb{E}[X] \) is as the unique element of \( B \) with the property that
\[
\langle \mathbb{E}[X], \xi \rangle = \mathbb{E}[\langle X, \xi \rangle] \quad \text{for all} \quad \xi \in B^*.
\]
and therefore that the mapping taking simple $X$ to $E[X]$ is linear. Next, observe that, by the same argument as was used in the proof of Lemma $3.1.1$, $\omega \in \Omega \mapsto \|X(\omega)\|_{B} \in \mathbb{R}$ is $\mathcal{F}$-measurable if $X : \Omega \rightarrow B$ is $\mathcal{F}$-measurable, and we will say that $X$ is integrable if $\|X\|_{B}$ is. The space of $B$-valued integrable functions will be denoted by $L^1_1(\mathbb{P}; B)$, and, as usual, we will identify elements of $L^1_1(\mathbb{P}; B)$ that differ on a set of $\mathbb{P}$-measure 0 and will take $\|X\|_{L^1_1(\mathbb{P}; B)} = E[\|X\|_{B}]$.

Bochner’s definition of the integral of an $B$-valued, integrable $X$ is completed in the following theorem.

**Theorem 3.1.2.** If $X : \Omega \rightarrow B$ is integrable, then there is a unique element $E[X] \in B$ satisfying $(E[X], \xi) = E[(X, \xi)]$ for all $\xi \in B^\ast$. In particular, the mapping $X \in L^1_1(\mathbb{P}; B) \mapsto E[X] \in B$ is linear and satisfies

\[ (3.1.1) \quad \|E[X]\|_{B} \leq E[\|X\|_{B}] . \]

Finally, if $X \in L^1_1(\mathbb{P}; B)$, then there is a sequence $\{X_n : n \geq 1\}$ of $B$-valued, simple functions with the property that $\|X_n - X\|_{L^1_1(\mathbb{P}; B)} \rightarrow 0$.

**Proof.** Clearly uniqueness, linearity, and $(3.1.1)$ all follow immediately from the given characterization of $E[X]$. Thus, what remains is to prove existence and the final approximation assertion. In fact, once the approximation assertion is proved, then existence will follow immediately from the observation that, by $(3.1.1)$, $E[X]$ can be taken equal to $\lim_{n \rightarrow \infty} E[X_n]$ if $\|X - X_n\|_{L^1_1(\mathbb{P}; B)} \rightarrow 0$

To prove the approximation assertion, begin with the case when $M = \sup_{\omega \in \Omega} \|X(\omega)\|_{B} < \infty$. Choose a dense sequence $\{x_\ell : \ell \geq 1\}$ in $B$, and set $A_{0,n} = 0$ and

$$A_{\ell,n} = \left\{ \omega : \|X(\omega) - x_\ell\|_{E} < \frac{1}{n} \right\} \quad \text{for } \ell, n \geq 1.$$ 

Then, for each $n \in \mathbb{Z}^+$ there exists an $\ell_n \in \mathbb{Z}^+$ with the property that

$$\mathbb{P}\left( \Omega \setminus \bigcup_{\ell=1}^{\ell_n} A_{\ell,n} \right) < \frac{1}{n}.$$ 

Hence, if $X_n : \Omega \rightarrow B$ is defined so that

$$X_n(\omega) = x_\ell \quad \text{when } 1 \leq \ell \leq \ell_n \text{ and } \omega \in A_{\ell,n} \setminus \bigcup_{k=0}^{\ell-1} A_{k,n}$$

and $X_n(\omega) = 0$ when $\omega \notin \bigcup_{\ell=1}^{\ell_n} A_{\ell,n}$, then $X_n$ is simple and

$$E[\|X - X_n\|_{B}] \leq \frac{M + 1}{n}.$$ 

In order to handle the general case, let $X \in L^1_1(\mathbb{P}; B)$ and $n \in \mathbb{Z}$ be given. We can then find a sequence $\ell_n \not\rightharpoonup \infty$ with the property that

$$\int_{\Omega(\ell_n)} \|X(\omega)\|_{B} \mu(d\omega) \leq \frac{1}{2n},$$

where $\Omega(\ell) = \{ \omega : \|X(\omega)\|_{B} \leq r \}$ for $r \geq 1$. Since, $r\mathbb{P}(\Omega(\ell)) \leq E[\|X\|_{B}]$, we can apply the preceding to the restrictions of $\mathbb{P}$ and $X$ to $\Omega(\ell_n)$ and thereby find a simple $X_n : \Omega(\ell_n) \rightarrow B$ with the property

$$E[\|X - X_n\|_{B}, \Omega(\ell_n)] \leq \frac{1}{2n}.$$ 

Hence, after taking $X_n = 0$ off of $\Omega(\ell_n)$, we arrive at a simple $X_n$ for which $E[\|X - X_n\|_{B}] \leq \frac{1}{n}$. \qed
Once one has the results in Theorem 3.1.2, with little or no change in the arguments, one can prove for integrals of Banach space valued functions all the standard results for $\mathbb{R}$-valued ones that don’t rely of special properties of $\mathbb{R}$. In particular, one can introduce the Lebesgue spaces $L^p(\mu; B)$ for $p \in [1, \infty)$ with norm $\|X\|_{L^p(\mu; B)} = E[|X|^p]^{1/p}$ and can show that they are separable Banach spaces.

Having developed Bochner’s integral for Banach space valued random variables, I will now introduce the corresponding notion of conditional expectation values.

**Theorem 3.1.3.** Let $(\Omega, \mathcal{F}, P)$ be a probability space, $B$ a separable Banach space, and $X \in L^1(P; B)$. Then

$$P(X \neq 0) = 0 \iff E[X, A] = 0 \text{ for all } A \in \mathcal{F}.$$  

Next, if $\Sigma$ is a sub-$\sigma$-algebra of $\mathcal{F}$, then there is a $P$-almost everywhere unique $\Sigma$-measurable $X_\Sigma \in L^1(P; B)$ such that

$$E[X_\Sigma, A] = E[X, A] \text{ for every } A \in \Sigma.$$  

In particular, if $Y$ is a second element of $L^1(P; B)$, then, for all $\alpha, \beta \in \mathbb{R}$,

$$E[\alpha X + \beta Y]_\Sigma = \alpha E[X_\Sigma] + \beta E[Y].$$

Finally,

$$\|X_\Sigma\|_B \leq E[\|X\|_B | \Sigma] \quad (a.s., P).$$

**Proof.** Clearly, it is only necessary to prove the “$\iff$” part of the first assertion. Thus, suppose that $P(X \neq 0) > 0$. Then, because $B$ is separable and therefore $B^*$ with the weak* topology is also separable, there exists an $\epsilon > 0$ and a $\xi \in B^*$ with the property that $\mu(\langle X, \xi \rangle \geq \epsilon) > 0$, from which it follows that there is an $A \in \mathcal{F}$ for which

$$\langle E[X, A], \xi \rangle = E[\langle X, \xi \rangle, A] \neq 0.$$  

Turning to the uniqueness and other properties of $X_\Sigma$, it is obvious that uniqueness follows immediately from the preceding and that linearity follows from uniqueness. As for (3.1.3), notice that if $\xi \in B^*$ and $\|\xi\|_{B^*} \leq 1$, then

$$E[\langle X_\Sigma, A \rangle, A] = E[\langle X, \xi \rangle, A] \leq E[\|X\|_B, A] = E[E[\|X\|_B | \Sigma], A]$$

for every $A \in \Sigma$. Hence, by the theory of conditional expectation for $\mathbb{R}$-valued random variables, $\langle X_\Sigma, \xi \rangle \leq (\|X\|_B)_{\Sigma} (a.s., P)$ for each element $\xi$ from the unit ball in $B^*$; and so, because $B^*$ with the weak* topology is separable, (3.1.3) follows.

Finally, to prove the existence of $X_\Sigma$, suppose that $X$ is simple, let $R$ denote its range, and note that

$$X_\Sigma \equiv \sum_{x \in R} x P(X = x \mid \Sigma)$$

has the required properties. In order to handle general $X \in L^1(P; E)$, use the approximation result in Theorem 3.1.2 to find a sequence $\{X_n : n \geq 1\}$ of simple functions that tend to $X$ in $L^1(P; E)$. Then, since

$$(X_n)_{\Sigma} - (X_m)_{\Sigma} = (X_n - X_m)_{\Sigma} \quad (a.s., P)$$

and therefore, by (3.1.3),

$$E[\|X_n - (X_m)_{\Sigma}\|_B] \leq E[\|X_n - X_m\|_B],$$

we know that there exists a $\Sigma$-measurable $X_\Sigma \in L^1(P; E)$ to which the sequence $\{(X_n)_{\Sigma} : n \geq 1\}$ converges in $L^1(P; \mathbb{R})$; and clearly $X_\Sigma$ has the required properties. $\square$
In the future, I will call $X_\Sigma$ the conditional expectation of $X$ given $\Sigma$ and will use $\mathbb{E}[X \mid \Sigma]$ to denote it. The following are essentially immediate consequences of uniqueness:

$$\mathbb{E}[Y \mid X] = Y \mathbb{E}[X \mid \Sigma] \quad (\text{a.s.,} \mathbb{P})$$

for bounded $\Sigma$-measurable $Y$, and

$$\mathbb{E}[X \mid \mathcal{F}] = \mathbb{E}\left[\mathbb{E}[X \mid \Sigma] \mid \mathcal{F}\right] \quad (\text{a.s.,} \mathbb{P})$$

whenever $\mathcal{F}$ is a sub-$\sigma$-algebra of $\Sigma$.

Once one knows how to take the conditional expectation of Banach space valued random variables, one should investigate what can be said about Banach space valued martingales. That is, given a non-decreasing sequence $\{\mathcal{F}_n : n \geq 0\}$ of sub-$\sigma$-algebras and an adapted sequence $\{X_n : n \geq 0\} \subseteq L^1(\mathbb{P}; B)$ (i.e., $X_n$ is $\mathcal{F}_n$ measurable for each $n$) with the property that $X_n = \mathbb{E}[X_{n+1} \mid \mathcal{F}_n]$ for all $n \geq 0$, the triple $(X_n, \mathcal{F}_n, \mathbb{P})$ is called a martingale, and one should wonder how many of the properties of $\mathbb{R}$-valued martingales it has. As the following theorem demonstrates, many of the results for $\mathbb{R}$-valued martingales have easily proved analogs for Banach space valued ones. An exception is Doob’s Martingale Convergence, which does not hold in general.

**Theorem 3.1.4.** Let $B$ be a separable Banach space and $(X_n, \mathcal{F}_n, \mathbb{P})$ a $B$-valued martingale. Then $\left(\|X_n\|_B, \mathcal{F}_n, \mathbb{P}\right)$ is a non-negative submartingale and therefore, for each $N \in \mathbb{Z}^+$ and all $R \in (0, \infty)$,

$$\mathbb{P}\left(\sup_{0 \leq n \leq N} \|X_n\|_B \geq R\right) \leq \frac{1}{R} \mathbb{E}\left[\|X_N\|_B, \sup_{0 \leq n \leq N} \|X_n\|_B \geq R\right].$$

In particular, for each $p \in (1, \infty)$,

$$\mathbb{E}\left[\sup_{n \in \mathbb{N}} \|X_n\|^p_B\right]^{\frac{1}{p}} \leq \frac{p}{p-1} \sup_{n \in \mathbb{N}} \mathbb{E}\left[\|X_n\|_B\right]^{\frac{p}{p}}.$$  

Finally, if $\mathcal{F} = \sigma\left(\bigcup_{n \geq 0} \mathcal{F}_n\right)$, $X \in L^1(\mathbb{P}; B)$, and $X_n = \mathbb{E}[X \mid \mathcal{F}_n]$, then $X_n - X \rightarrow 0$ (a.s.,$\mathbb{P}$) and in $L^1(\mathbb{P}; \mathbb{R})$.

**Proof.** The fact that $\left(\|X_n\|_B, \mathcal{F}_n, \mu\right)$ is a submartingale is an easy application of the inequality in (3.1.3) and, given this fact, the inequalities in (3.1.4) and (3.1.5) follows from the result in the $\mathbb{R}$-valued case.

Let $X \in L^1(\mathbb{P}; B)$ be given, and set $X_n = \mathbb{E}[X \mid \mathcal{F}_n], n \in \mathbb{N}$. Because of (3.1.4), we know that the set of $X$ for which $X_n \rightarrow X$ (a.s.,$\mathbb{P}$) is a closed subset of $L^1(\mathbb{P}; B)$. Moreover, if $X$ is simple, then the $\mathbb{P}$-almost everywhere convergence of $X_n$ to $X$ follows easily from the $\mathbb{R}$-valued result. Hence, we now know that $X_n \rightarrow X$ (a.s.,$\mathbb{P}$) for each $X \in L^1(\mu; B)$. To prove that the convergence is taking place in $L^1(\mathbb{P}; B)$, note that, by Fatou’s Lemma,

$$\|X\|_{L^1(\mathbb{P}; B)} \leq \liminf_{n \rightarrow \infty} \|X_n\|_{L^1(\mathbb{P}; B)},$$

whereas (3.1.3) guarantees that

$$\|X\|_{L^1(\mathbb{P}; B)} \geq \limsup_{n \rightarrow \infty} \|X_n\|_{L^1(\mathbb{P}; B)}.$$

Hence, because

$$\left\|X_n\|_B - \|X\|_B - \|X_n - X\|_B \right\| \leq 2\|X\|_B,$$

the convergence in $L^1(\mathbb{P}; B)$ is an application of Lebesgue’s Dominated Convergence Theorem. \qed
3.1.1. Fernique’s Theorem. A Borel probability measure $W$ on separable Banach space $B$ is said to
be a centered Gaussian measure if $\{(\cdot, \xi) : \xi \in B^*\}$ is a centered Gaussian family under $W$. Equivalently, if
\[
c(\xi, \eta) = \langle x, \xi \rangle \langle x, \eta \rangle \text{ for } \xi, \eta \in B^*,
\]
then $c$ is the covariance function for this family and $\hat{W}(\xi) = e^{-\frac{\langle \xi, \xi \rangle}{2}}$ for $\xi \in B^*$.

The engine that drives much of what follows is the following remarkable result of X. Fernique. See
Corollary 3.2.12 for a sharper statement.

**Theorem 3.1.5.** Let $W$ be a centered Gaussian message on the separable Banach space $B$. If
\[
R = \inf \{ r : \mathbb{P}(\|x\|_B \leq r) \geq \frac{9}{10} \},
\]
then
\[
\int e^{\frac{\|x\|_B^2}{R}} W(dx) \leq K \equiv e^\frac{1}{2} + \sum_{n=0}^{\infty} \left( \frac{e}{3} \right)^{2n}.
\]

**Proof.** Set $\mathbb{P} = W^2$ on $\Omega = B^2$, and define $X_1(x_1, x_2) = x_1$ and $X_2(x_1, x_2) = x_2$. Then $X_1$ and $X_2$
are independent $B$-valued random variables under $\mathbb{P}$. Furthermore, if $Y_1 = \frac{x_1 + x_2}{2}$ and $Y_2 = \frac{x_1 - x_2}{2}$, then, for
all $\xi_1, \xi_2 \in B^*$,
\[
\mathbb{E}^\mathbb{P} [e^{i(Y_1, \xi_1) e^{i(Y_2, \xi_2)}}] = \hat{W}(2^{-\frac{1}{2}}(\xi_1 + \xi_2))\hat{W}(2^{-\frac{1}{2}}(\xi_1 - \xi_2))
\]
\[
= \exp \left( - \frac{c(\xi_1 + \xi_2, \xi_1 + \xi_2)}{4} - \frac{c(\xi_1 - \xi_2, \xi_1 - \xi_2)}{4} \right) = e^{-\frac{c(\xi_1, \xi_1)}{2}} e^{-\frac{c(\xi_2, \xi_2)}{2}}
\]
\[
= \mathbb{E}^\mathbb{P} [e^{i(X_1, \xi_1) e^{i(X_2, \xi_2)}}],
\]
and so, by Lemma 3.1.1 $(Y_1, Y_2)$ has the same distribution under $\mathbb{P}$ as $(X_1, X_2)$.

Let $0 < s \leq t$ be given, and use the preceding to justify
\[
\mathbb{P}(\|X_1\|_B \leq s) \mathbb{P}(\|X_1\|_B \geq t) = \mathbb{P}(\|X_1\|_B \leq s \& \|X_1 + X_2\|_B \geq 2^\frac{1}{2} t)
\]
\[
= \mathbb{P}(\|X_1 - X_2\|_B \leq 2^\frac{1}{2} s \& \|X_1 + X_2\|_B \geq 2^\frac{1}{2} t)
\]
\[
\leq \mathbb{P}(\|X_1\|_B - \|X_2\|_B \leq 2^\frac{1}{2} s \& \|X_1\|_E + \|X_2\|_B \geq 2^\frac{1}{2} t)
\]
\[
\leq \mathbb{P}(\|X_1\|_B \wedge \|X_2\|_B \geq 2^\frac{1}{2} (t - s)) = \mathbb{P}(\|X_1\|_B \geq 2^\frac{1}{2} (t - s))^2.
\]
Now suppose that $\mathbb{P}(\|X_1\|_B \leq R) \geq \frac{9}{10}$, and define $\{t_n : n \geq 0\}$ by $t_0 = R$ and $t_n = R + 2^\frac{1}{2} t_{n-1}$ for $n \geq 1$.
Then
\[
\mathbb{P}(\|X_1\|_B \leq R) \mathbb{P}(\|X_1\|_B \geq t_n) \leq \mathbb{P}(\|X_1\|_B \geq t_{n-1})^2
\]
and therefore
\[
\frac{\mathbb{P}(\|X_1\|_B \geq t_n)}{\mathbb{P}(\|X_1\|_B \leq R)} \leq \left( \frac{\mathbb{P}(\|X_1\|_B \geq t_{n-1})}{\mathbb{P}(\|X_1\|_B \leq R)} \right)^2
\]
for $n \geq 1$. Working by induction, one gets from this that
\[
\frac{\mathbb{P}(\|X_1\|_B \geq t_n)}{\mathbb{P}(\|X_1\|_B \leq R)} \leq \left( \frac{\mathbb{P}(\|X_1\|_B \geq R)}{\mathbb{P}(\|X_1\|_B \leq R)} \right)^{2n}
\]
and therefore, since \( t_n = \frac{2^{n+1} - 1}{2^n} R \leq 3 \cdot 2^{n+1} R \), that \( \mathbb{P}(\|X_1\|_B \geq 3 \cdot 2^n R) \leq 3^{-2^n} \). Hence,

\[
\mathbb{E}[e^{\frac{\|X_1\|_B^2}{18R^2}}] \leq e^{\frac{3}{2}} \mathbb{P}(\|X_1\|_B \leq 3R) + \sum_{n=0}^{\infty} e^{2^n} \mathbb{P}(3 \cdot 2^n R \leq \|X_1\|_B \leq 3 \cdot 2^{n+1} R) \\
\leq e^{\frac{1}{2}} + \sum_{n=0}^{\infty} \left( \frac{e}{3} \right)^{2^n} = K.
\]

\( \square \)

A \( B \)-valued random variable \( X \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is said to be a centered Gaussian random variable if, for all \( \xi \in B^* \), \( \langle X, \xi \rangle \) is a centered Gaussian random variable, which is equivalent to saying that \( X, \mathbb{P} \) is a centered Gaussian measure on \( B \).

It should be obvious that Theorem 3.1.5 provides the following vast generalization of the estimate (2.4.3) in Lemma 2.4.2

**Corollary 3.1.6.** Let \( X \) be a \( B \)-valued, centered Gaussian random variable on \((\Omega, \mathcal{F}, \mathbb{P})\). Then

\[
\mathbb{P}(\|X\|_B \geq R) \leq \frac{9}{10} \implies \mathbb{E}[e^{\alpha \|X\|_B^p}] \leq K,
\]

where \( \alpha = (18R^2)^{-1} \) and \( K \) is the one in Theorem 3.1.5. Hence, if \( \{X_n : n \geq 1\} \) is a sequence of \( B \)-valued centered Gaussian random variable on \((\Omega, \mathcal{F}, \mathbb{P})\) that converge in probability to a random variable \( X \), then \( X \) is a centered Gaussian random variable and \( \mathbb{E}[\|X_n - X\|_B^p] \rightarrow 0 \) for all \( p \in [1, \infty) \).

**Proof.** The second assertion follows immediately from the first. To prove the first, simply set \( W = X, \mathbb{P} \) and apply Theorem 3.1.5 \( \square \)

**Exercise 3.1.1.**

(i) Let \( \{x_n : n \geq 0\} \) be a sequence in the separable Banach space \( B \) with the property that \( \sum_{n=0}^{\infty} \|x_n\|_B < \infty \). Show that \( \sum_{n=0}^{\infty} \|\xi_n\|_B < \infty \) for \( \gamma_{0,1}^N \)-almost every \( \xi \in \mathbb{R}^N \), and define \( X : \mathbb{R}^N \rightarrow B \) so that \( X(\xi) = \sum_{n=0}^{\infty} \xi_n x_n \) if \( \sum_{n=0}^{\infty} \|\xi_n\|_B < \infty \) and \( X(\xi) = 0 \) otherwise. Show that the distribution \( \mu \) of \( X \) is a centered, Gaussian measure on \( B \). In addition, show that \( \mu \) is non-degenerate if and only if the span of \( \{x_n : n \geq 0\} \) is dense in \( B \).

(ii) Here an application of Fernique’s Theorem and part (i) to functional analysis. Let \( E \) and \( F \) be a pair of separable Banach spaces and \( \psi \) a Borel measurable, linear map from \( E \) to \( F \). Given a centered, Gaussian \( E \)-valued random variable \( X \), use Lemma 2.2.3 to see that \( \psi \circ X \) is an \( F \)-valued, centered Gaussian random variable, and apply Fernique’s Theorem to conclude that \( \psi \circ X \) is a square integrable and has mean value 0. Next, suppose that \( \psi \) were not continuous, and choose \( \{x_n : n \geq 0\} \subseteq E \) and \( \{\eta_n : n \geq 0\} \subseteq F^* \) so that \( \|x_n\|_E = 1 = \|\eta_n\|_{F^*} \) and \( \langle \psi(x_n), \eta_n \rangle \geq (n+1)^3 \). Using part (i), show that there exist centered, Gaussian \( F \)-valued random variables \( \{X_n : n \geq 0\} \cup \{X\} \), such that \( X_n(\xi) = (n+1)^{-2} y_n x_n \) and \( X(\gamma) = \sum_{n=0}^{\infty} X_n(\gamma) \) for \( \gamma_{0,1}^N \)-almost every \( \gamma \in \mathbb{R}^N \). Check that

\[
\int \|\psi \circ X(y)\|^2_{\gamma_{0,1}^N, F} (dy) \geq \int \langle \psi \circ X(y) \rangle_{\gamma_{0,1}^N, F} (dy) \\
\geq \int \langle \psi \circ X_n(y), \eta_n \rangle_{\gamma_{0,1}^N, F}^2 (dy) \geq (n+1),
\]

and thereby arrive at the contradiction that \( \psi \circ X \notin L^2(\gamma_{0,1}^N, F) \). Conclude that every Borel measurable, linear map from \( E \) to \( F \) is continuous.
3.1.2. Gaussian Measures on a Hilbert Space. Let $H$ be a separable Hilbert space. If $\mathcal{W}$ is a centered Gaussian measure on $H$, then $\{\langle \cdot, h \rangle_H : h \in H\}$ is a Gaussian family under $\mathcal{W}$ whose covariance function $c$ is a non-negative definite, symmetric bilinear function on $H^2$. Moreover, by Theorem 3.1.5, $C \equiv \int \|x\|_H^2 \mathcal{W}(dx) < \infty$, and therefore

$$c(h, h) = \int \langle x, h \rangle_H^2 \mathcal{W}(dx) \leq C \|h\|_H^2.$$ 

Hence there exists a non-negative definite, symmetric operator $A : H \rightarrow H$ such that $c(g, h) = (g, Ah)_H$ for all $g, h \in H$. In particular, if $\{h_n : n \geq 1\}$ is an orthonormal basis in $H$, then

$$\text{Trace}(A) = \sum_{n=1}^{\infty} \langle h_n, Ah_n \rangle = \sum_{n=1}^{\infty} \int \langle x, h_n \rangle_H^2 \mathcal{W}(dx) = \int \|x\|_H^2 \mathcal{W}(dx) = C < \infty,$$

which means that $A$ is a symmetric trace class operator.

Conversely, if $A$ is a symmetric, non-negative definite trace class operator on $H$, then there is a $\mathcal{W} \in M_1(H)$ under which $\{\langle \cdot, h \rangle_H : h \in H\}$ is a Gaussian family with covariance function $c(g, h) = (g, Ah)_H$. To see this, let $\{h_n : n \geq 0\}$ be an orthonormal basis in $H$ consisting of eigenfunctions for $A$, and set $\alpha_n = \langle h_n, Ah_n \rangle_H$, the eigenvalue corresponding to $h_n$. Next, let $\{X_n : n \geq 0\}$ be a sequence of mutually independent $N(0, 1)$ random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and define

$$S_n = \sum_{k=0}^{n} \alpha_k^\frac{1}{2} X_k h_k$$

for $n \geq 0$.

Then, for $m < n$,

$$\mathbb{E}[\|S_n - S_m\|_H^2] = \sum_{k=m+1}^{n} \alpha_k \leq \sum_{k>m} \alpha_k,$$

and so there exists an $S : \Omega \rightarrow H$ such that

$$\mathbb{E}[\|S - S_m\|_H^2] \leq \sum_{k>m} \alpha_k.$$

Furthermore, for each $h \in H$, $(S, h)_H$ under $\mathbb{P}$ is a centered Gaussian random variable with variance

$$\sum_{k=0}^{\infty} \alpha_m \langle h, h_k \rangle_H^2 = (h, Ah)_H.$$

Finally, take $\mathcal{W} = S_* \mathbb{P}$.

Combined with the preceding, we have now proved the following theorem.

Theorem 3.1.7. Let $A$ be a bounded, symmetric, non-negative definite operator of the separable Hilbert space $H$. Then there exists a $\mathcal{W} \in M_1(H)$ under which $\{\langle \cdot, h \rangle_H : h \in H\}$ is a centered Gaussian process with covariance function $(g, Ah)_H$ if and only if $A$ is trace class.

3.2. Definition of an Abstract Wiener Space

Given a separable Hilbert space $H$, one might hope that there exists a $\mathcal{W} \in M_1(H)$ which is analog of the standard Gauss measure on $\mathbb{R}^N$. That is, $\mathcal{W}(h) = \exp \left(-\frac{\|h\|_H^2}{2}\right)$. However, unless $H$ is finite dimensional, the identity operator will not be trace class, and so Theorem 3.1.7 says that no such measure exists. It was to deal with this reality that Gross introduced the notion that will described in this section, and the results in the following lemma are needed in order to explain Gross’s idea.
LEMMA 3.2.1. Let $B$ be a separable, real Banach space, and suppose that $H \subseteq B$ is a real Hilbert space that is continuously embedded as a dense subspace of $B$.

(i) For each $\xi \in B^*$ there is a unique $h_\xi \in H$ with the property that $\langle h_\xi, h \rangle_H = \langle h, \xi \rangle$ for all $h \in H$. Moreover, the map $\xi \in B^* \mapsto h_\xi \in H$ is linear, continuous, one-to-one, and onto a dense subspace of $H$. In fact, for any weak* dense subset $S^*$ of $B^*$, $\{h_\xi : \xi \in S^*\}$ is dense in $H$.

(ii) If $x \in B$, then $x \in H$ if and only if there is a $K < \infty$ such that $|\langle x, \xi \rangle| \leq K\|h_\xi\|_H$ for all $\xi \in B^*$. Moreover, for each $h \in H$, $\|h\|_H = \sup\{\langle h, \xi \rangle : \xi \in B^* \& \|h_\xi\|_H \leq 1\}$.

(iii) If $L^*$ is a weak* dense subspace of $B^*$, then there exists a sequence $\{\xi_n : n \geq 0\} \subseteq L^*$ such that $\{h_{\xi_n} : n \geq 0\}$ is an orthonormal basis for $H$. Moreover, if $x \in B$, then $x \in H$ if and only if $\sum_{n=0}^{\infty} \langle x, \xi_n \rangle^2 < \infty$. Finally,

$$\langle h, h' \rangle_H = \sum_{n=0}^{\infty} \langle h, \xi_n \rangle \langle h', \xi_n \rangle \text{ for all } h, h' \in H.$$  

Proof. Because $H$ is continuously embedded in $B$, there exists a $C < \infty$ such that $\|h\|_B \leq C\|h\|_H$. Thus, if $f(\xi) = (h, \xi)$, then $f$ is linear and $|f(h)| \leq \|h\|_B \|\xi\|_{B^*} \leq C\|\xi\|_{B^*} \|h\|_H$, and so, by the Riesz Representation Theorem for Hilbert spaces, there exists a unique $h_\xi \in H$ such that $f(h) = (h, h_\xi)_H$. In fact, $\|h_\xi\|_H \leq C\|\xi\|_{B^*}$, and uniqueness can be used to check that $\xi \mapsto h_\xi$ is linear. To see that $\xi \mapsto h_\xi$ is one-to-one, it suffices to show that $\xi = 0$ if $h_\xi = 0$. But if $h_\xi = 0$, then $\langle h, \xi \rangle = 0$ for all $h \in H$, and therefore, because $H$ is dense in $B$, $\xi = 0$. Finally, to complete the proof of (i), let $S^*$ be a weak* dense subset of $B^*$, and suppose that $\{h_\xi : \xi \in S^*\}$ were not dense in $H$. Then there would exist an $h \in H \setminus \{0\}$ with the property that $\langle h, \xi \rangle = 0$ for all $\xi \in S$. But, since $S^*$ is weak* dense in $B^*$, this would lead to the contradiction that $h = 0$.

Obviously, if $h \in H$, then $|\langle h, \xi \rangle| = |\langle h, h_\xi \rangle_x| \leq \|h\|_H \|h_\xi\|_H$ for $\xi \in B^*$. Conversely, if $x \in B$ and $|\langle x, \xi \rangle| \leq K\|h_\xi\|_H$ for some $K < \infty$ and all $\xi \in B^*$, set $f(h_\xi) = \langle x, \xi \rangle$ for $\xi \in B^*$. Then, because $\xi \mapsto h_\xi$ is one-to-one, $f$ is a well-defined, linear functional on $\{h_\xi : \xi \in B^*\}$. Moreover, $|f(\xi)| \leq K\|h_\xi\|_H$, and therefore, since $\{h_\xi : \xi \in B^*\}$ is dense in $H$, $f$ admits a unique extension as a continuous, linear functional on $H$. Hence, by Riesz’s theorem, there is an $h \in H$ such that

$$\langle x, \xi \rangle = f(h_\xi) = (h, h_\xi)_H = \langle h, \xi \rangle, \quad \xi \in B^*,$$

which means that $x = h \in H$. In addition, if $h \in H$, then $\|h\|_H = \sup\{\langle h, \xi \rangle : \|h_\xi\|_H \leq 1\}$ follows from the density of $\{h_\xi : \xi \in B^*\}$ in $H$, and this completes the proof of (ii).

Turning to (iii), note that, because $B$ is separable, the weak* topology on $B^*$ is second countable. Hence, the weak* topology on $L^*$ is also second countable. Thus, we can find a sequence in $L^*$ that is weak* dense in $B^*$, and then extract a subsequence of linearly independent elements whose span $S^*$ is weak* dense in $B^*$. Starting with this subsequence, apply the Gram–Schmidt orthogonalization procedure to produce a sequence $\{\xi_n : n \geq 0\}$ whose span is $S^*$ and for which $\{h_{\xi_n} : n \geq 0\}$ is orthonormal in $H$. Because the span of $\{h_{\xi_n} : n \geq 0\}$ is equal to $\{h_\xi : \xi \in S^*\}$, which, by what we proved earlier, is dense in $H$, $\{h_{\xi_n} : n \geq 0\}$ is an orthonormal basis in $H$. Knowing this, it is immediate that

$$\langle h, h' \rangle_H = \sum_{n=0}^{\infty} \langle h, h_{\xi_n} \rangle_H \langle h', h_{\xi_n} \rangle_H = \sum_{n=0}^{\infty} \langle h, \xi_n \rangle \langle h', \xi_n \rangle.$$

In particular, $\|h\|_H^2 = \sum_{n=0}^{\infty} \langle h, \xi_n \rangle^2$. Finally, if $x \in B$ and $\sum_{n=0}^{\infty} \langle x, \xi_n \rangle^2 < \infty$, set $g = \sum_{n=0}^{\infty} \langle x, \xi_n \rangle h_{\xi_n}$. Then $g \in H$ and $\langle x - g, \xi \rangle = 0$ for all $\xi \in S^*$. Hence, since $S^*$ is weak* dense in $B^*$, $x = g \in H$. \qed
Given a separable Hilbert space $H$ which is dense and continuously embedded in a separable Banach space $B$, and a $\mathcal{W} \in M_1(B)$, the triple $(H, B, \mathcal{W})$ is called an abstract Wiener space if

\begin{equation}
\hat{\mathcal{W}}(\xi) = \exp\left(-\frac{\|h_\xi\|^2_H}{2}\right) \text{ for all } \xi \in B^*.
\end{equation}

Equivalently, $(H, B, \mathcal{W})$ is an abstract Wiener space if and only if $\mathcal{W} \in M_1(B)$ and \{$(\cdot, \xi) : \xi \in B^*$\} is a centered Gaussian family under $\mathcal{W}$ for which cov$(\xi, \eta) = (h_\xi, h_\eta)_H$.

As the following theorem shows, this notion applies to any centered Gaussian $\mathcal{W}$ on a Banach $B$ that is non-degenerate in the sense that \(\int \langle x, \xi \rangle^2 \mathcal{W}(dx) > 0\) for all $\xi \in B^* \setminus \{0\}$.

**Theorem 3.2.2.** If $B$ is a separable Banach space and $\mathcal{W} \in M_1(B)$, then $\mathcal{W}$ is a non-degenerate, centered Gaussian measure if and only if there is a unique separable Hilbert space for which $(H, B, \mathcal{W})$ is an abstract Wiener space. Conversely, if $H$ is a separable Hilbert space, then there is a separable Banach space and a $\mathcal{W} \in M_1(B)$ for which $(H, B, \mathcal{W})$ is an abstract Wiener space.

**Proof.** Keep in mind that if $\mathcal{W}$ is a centered Gaussian measure on $B$, then, by Theorem 3.1.5, $\|x\|_B^2 \in L^1(\mathcal{W}; \mathbb{R})$. Hence, for any $\xi \in B^*$, $(x, \xi) \in L^2(\mathcal{W}; \mathbb{R})$ and $\langle x, \xi \rangle \in L^1(\mathcal{W}; B)$.

Suppose that $(H, B, \mathcal{W})$ is an abstract Wiener space. Obviously, $\mathcal{W}$ is a centered Gaussian measure. To check that $\mathcal{W}$ is non-degenerate, let $\xi \in B^* \setminus \{0\}$ and observe that

\[\int (x, \xi)^2 \mathcal{W}(dx) = \|h_\xi\|^2_H > 0.\]

Next, to see that $H$ is uniquely determined, note that, for any $\xi \in B^*$,

\[\langle h_\xi, \eta \rangle = (h_\eta, h_\xi)_H = \int \langle x, \eta \rangle \langle x, \xi \rangle \mathcal{W}(dx) = \left\langle \int x \langle x, \xi \rangle \mathcal{W}(x), \eta \right\rangle \text{ for all } \eta \in B^*,\]

and so

\[h_\xi = \int x \langle x, \xi \rangle \mathcal{W}(dx).\]

Since $\{h_\xi : \xi \in H\}$ is dense in $H$, this proves that $H$ is uniquely determined.

Now assume that $\mathcal{W}$ is a centered Gaussian measure on $B$. Given $\xi \in B^*$, define $h_\xi$ by $(\ast)$, and define the inner product $(\cdot, \cdot)_H$ by

\[(h_\eta, h_\xi)_H = \int \langle x, \eta \rangle \langle x, \xi \rangle \mathcal{W}(dx) \text{ for } \eta \in B^*.\]

Because $\mathcal{W}$ is non-degenerate, $\|h_\xi\|^2_H \equiv (h_\xi, h_\xi)_H = 0 \implies \xi = 0 \implies h_\xi = 0$. Hence $(\cdot, \cdot)_H$ is a non-degenerate inner product. Now let $H$ be the completion of $\{h_\xi : \xi \in B^*\}$ with respect to $\|\cdot\|_H$. Equivalently, let $L$ to be the closure in $L^2(\mathcal{W}; \mathbb{R})$ of $\{\langle \cdot, \xi \rangle : \xi \in B^*\}$, and take

\[H = \left\{ \int x\psi(x) \mathcal{W}(dx) : \psi \in L \right\}.\]

It is clear that $\langle h, \xi \rangle = (h, h_\xi)_H$, first when $h = h_\eta$ for some $\eta \in B^*$ and then, by continuity, for all $h \in H$. In particular, for any $\xi \in B^*$ with $\|\xi\|_{B^*} = 1$,

\[
\langle h, \xi \rangle \leq \|h\|_H \|h_\xi\|_H = \|h\|_H \left(\int (x, \xi)^2 \mathcal{W}(dx)\right)^{\frac{1}{2}} \leq C\|h\|_H
\]

where $C = \left(\int \|x\|_B^2 \mathcal{W}(dx)\right)^{\frac{1}{2}}$. 


and so \( \|h\|_B \leq C \|h\|_H \). From this it follows that \( H \) is continuously embedded in \( B \) as a subspace. In addition, because \( \|h_\xi\|_H^2 = \int (x,\xi)^2 \mathcal{W}(dx) \), \( \mathcal{W}(\xi) = \exp \left( -\frac{\|\xi\|^2}{2} \right) \). Finally, to see that \( H \) is dense in \( B \), suppose that it were not. Then, by the Hahn–Banach Theorem, there would be a \( \xi \in B^* \setminus \{0\} \) such that \( \langle h, \xi \rangle = 0 \) for all \( h \in H \). But this would mean that \( \|h_\xi\|_H^2 = \langle h_\xi, \xi \rangle = 0 \), which contradicts \( \xi \neq 0 \). Thus, we have shown that \( (H, B, \mathcal{W}) \) is an abstract Wiener space.

Next let \( H \) be a separable Hilbert space. Choose an orthonormal basis \( \{h_n : n \geq 0\} \) and, for \( \alpha > 1 \), define
\[
\|h\|_{B^{(-\alpha)}} = \sum_{n=0}^{\infty} (n + 1)^{-\alpha} \langle h, h_n \rangle_H \in [0, \infty],
\]
and let \( B^{(-\alpha)} \) be the completion of \( H \) with respect to \( \| \cdot \|_{B^{(-\alpha)}} \). Clearly \( B^{(-\alpha)} \) is a separable Hilbert spaces with inner product
\[
\langle x, y \rangle_{B^{(-\alpha)}} = \sum_{n=0}^{\infty} (n + 1)^{-\alpha} \langle x, h_n \rangle_H \langle y, h_n \rangle_H,
\]
and \( H \) is dense in it. Further, if \( h_n^{(-\alpha)} = (n + 1)^{\frac{1}{2}} h_n \), then \( \{h_n^{(-\alpha)} : n \geq 0\} \) is an orthonormal basis in \( B^{(-\alpha)} \). Now define \( A : B^{(-\alpha)} \to B^{(-\alpha)} \) by
\[
Ax = \sum_{n=0}^{\infty} (n + 1)^{-\frac{1}{2}} \langle x, h_n^{(-\alpha)} \rangle_{B^{(-\alpha)}} h_n.
\]
Then
\[
\sum_{m=0}^{\infty} \langle h_m^{(-\alpha)}, Ah_m^{(-\alpha)} \rangle_{B^{(-\alpha)}} = \sum_{m=0}^{\infty} (n + 1)^{-\alpha} < \infty,
\]
and so \( A \) is a trace class operator on \( B^{(-\alpha)} \). Hence, by Theorem 3.1.7, there exists a non-degenerate, centered Gaussian measure \( \mathcal{W} \in M_1(B^{(-\alpha)}) \) for which \( \langle x, y \rangle \in B^{(-\alpha)} \times B^{(-\alpha)} \mapsto \langle y, Ax \rangle_{B^{(-\alpha)}} \in \mathbb{R} \) is the covariance function. Moreover, if \( x \in B^{(-\alpha)} \) and \( h_x = Ax \), then \( h_x \in H \), and \( \langle h, h_x \rangle_H = \langle h, x \rangle_{B^{(-\alpha)}} \) for all \( h \in H \). Finally,
\[
\|h_x\|_H^2 = \sum_{n=0}^{\infty} (n + 1)^{-\alpha} \langle x, h_n^{(-\alpha)} \rangle_{B^{(-\alpha)}}^2 = \langle x, Ax \rangle_{B^{(-\alpha)}},
\]
and so \( \mathcal{W}(\xi) = \exp \left( -\frac{\|\xi\|^2}{2} \right) \).

As is evident from the proof of the second part of Theorem 3.2.2, there are many choices of the Banach space for a given Hilbert space even though there is only one Hilbert space for a given Banach space. Thus, when thinking in terms of abstract Wiener spaces, the canonical object is the Hilbert space. Metaphorically speaking, the Hilbert space is the skeleton, whereas the Banach space is simply a flesh coating that provides a comfy place for the measure to live, and there are a multitude of ways in which the same skeleton can be coated. A challenging problem is that of determining when one can find a better coating than the one produced in the preceding proof.

### 3.2.1. The Cameron–Martin Subspace and Formula

Given a centered, non-degenerate Gaussian measure \( \mathcal{W} \) on \( B \), the Hilbert space \( H \) for which \( (H, B, \mathcal{W}) \) is an abstract Wiener space is called its Cameron–Martin subspace.

It is important to understand the relationship between the Cameron–Martin subspace for \( \mathcal{W} \) and the covariance of \( \mathcal{W} \). For example, let \( A \) be a non-degenerate, symmetric positive definite transformation on \( \mathbb{R}^N \).
take $H_A$ to be the Hilbert space $\mathbb{R}^N$ with inner product $(x, y)_{H_A} = (x, Ay)_{\mathbb{R}^N}$, and consider the abstract Wiener space $(H_A, \mathbb{R}^N, \mathcal{W}_A)$. One might think that $\mathcal{W}_A = \gamma_{0,A}$, but it is not. Indeed, given $\xi \in \mathbb{R}^N$,
\[ \langle h, \xi \rangle = (h, A^{-1}\xi)_{H_A} \quad \text{for } h \in \mathbb{R}^N, \]
and so $h_\xi = A^{-1}\xi$. Hence, the covariance of $\mathcal{W}_A$ is
\[ \langle \xi, \eta \rangle \in (\mathbb{R}^N)^2 \mapsto \|h_\xi\|^2_{H_A} = (\eta, A^{-1}\xi)_{\mathbb{R}^N} \in \mathbb{R}, \]
which means that $\mathcal{W}_A = \gamma_{0,A^{-1}}$, not $\gamma_{0,A}$. In other words, the quadratic form that appears in the density of $\mathcal{W}_A$ is the same as the quadratic form that appears in the inner product for $H_A$.

Here are a couple of important properties of the Cameron–Martin subspace.

**Theorem 3.2.3.** If $(H, B, \mathcal{W})$ is an abstract Wiener space, then the map $\xi \in B^* \mapsto h_\xi \in H$ is continuous from the weak* topology on $B^*$ into the strong topology on $H$. In particular, for each $R > 0$, $\{h_\xi : \xi \in B^*(0, R)\}$ is a compact subset of $H$, $\overline{B}_H(0, R)$ is a compact subset of $B$, $H \in B_B$, and, when $H$ is infinite dimensional, $\mathcal{W}(H) = 0$. Finally, there is a unique linear, isometric map $\mathcal{I} : H \to L^2(\mathcal{W}; \mathbb{R})$ such that $\mathcal{I}(h) = \langle \cdot, \xi \rangle$ for all $\xi \in B^*$, and $\{\mathcal{I}(h) : h \in H\}$ is a Gaussian family in $L^2(\mathcal{W}; \mathbb{R})$.

**Proof.** To prove the initial assertion, suppose that $\{h_\xi : k \geq 1\} \subseteq B^*$ is weak* convergent to $\xi$. Then $\langle x, \xi_k \rangle \to \langle x, \xi \rangle$ for all $x \in B$, and therefore, by Lemma 2.1.1, $\langle \cdot, \xi_k \rangle \to \langle \cdot, \xi \rangle$ in $L^2(\mathcal{W}; \mathbb{R})$. Hence
\[ \|h_{\xi_k} - h_{\xi}\|_H = \|\langle \cdot, \xi_k \rangle - \langle \cdot, \xi \rangle\|^2_{L^2(\mathcal{W}; \mathbb{R})} \to 0. \]

Given the first assertion, the compactness of $\{h_\xi : \xi \in B^*(0, R)\}$ in $H$ follows from the compactness of $\overline{B}_B(0, R)$ in the weak* topology. To see that $\overline{B}_H(0, R)$ is compact in $B$, first note that $\overline{B}_H(0, R)$ is compact in the weak topology on $H$. Therefore, all that we have to show is that the embedding map $h \in B_H(0, R) \mapsto h \in B$ is continuous from the weak topology on $H$ into the strong topology on $B$. Thus, suppose that $h_k \to h$ weakly in $H$. Because $\{h_\xi : \xi \in B^*(0, 1)\}$ is compact in $H$, for each $\epsilon > 0$ there exist an $n \in \mathbb{Z}$ and a $\{\xi_1, \ldots, \xi_n\} \subseteq B^*(0, 1)$ such that
\[ \{h_\xi : \xi \in B^*(0, 1)\} \subseteq \bigcup_{i=1}^n B_H(h_{\xi_i}, \epsilon). \]
Now choose $l$ so that $\max_{1 \leq m \leq n} |\langle h_k - h, \xi_m \rangle| < \epsilon$ for all $k \geq l$. Then, for any $\xi \in B^*(0, 1)$ and all $k \geq l$,
\[ |\langle h_k - h, \xi \rangle| \leq \epsilon + \min_{1 \leq m \leq n} |\langle h_k - h, h_{\xi_m} \rangle| \leq (2R + 1)\epsilon, \]
which proves that $\|h_k - h\|_H \leq (2R + 1)\epsilon$ for all $k \geq l$.

Because $H = \bigcup_{n \in \mathbb{Z}} B_H(0, n)$ and $\overline{B}_H(0, n)$ is a compact subset of $B$ for each $n \in \mathbb{Z}$, it is clear that $H \in B_B$. To see that $\mathcal{W}(H) = 0$ when $H$ is infinite dimensional, choose $\{\xi_n : n \geq 0\}$ as (iii) of Lemma 3.2.1 and set $X_n(x) = \langle x, \xi_n \rangle$. Then $\{X_n : n \geq 0\}$ is an infinite sequence of mutually independent $N(0,1)$-random variables, and so
\[ \int e^{-\|x\|^2_H} \mathcal{W}(dx) = \int \exp \left(-\sum_{n=0}^{\infty} X_n^2 \right) d\mathcal{W} = \prod_{n=0}^{\infty} \int e^{-x_n^2} \gamma_{0,1}(dx_n) = 0, \]
which means that $\|x\|_H = \infty$ (a.s., $\mathcal{W}$).

Turning to the map $\mathcal{I}$, define $\mathcal{I}(h_\xi) = \langle \cdot, \xi \rangle$. Then, for each $\xi$, $\mathcal{I}(h_\xi)$ is a centered Gaussian with variance $\|h_\xi\|^2_{H^*}$, and so $\mathcal{I}$ is a linear isometry from $\{h_\xi : \xi \in B^*\}$ into $L^2(\mathcal{W}; \mathbb{R})$. Hence, since $\{h_\xi : \xi \in B^*\}$ is dense in $H$, $\mathcal{I}$ admits a unique extension as a linear isometry from $H$ into $L^2(\mathcal{W}; \mathbb{R})$. Moreover, as the $L^2(\mathcal{W}; \mathbb{R})$-limit of centered Gaussians, $\mathcal{I}(h)$ is a centered Gaussian for each $h \in H$. \qed
The map $\mathcal{I}$ in Theorem 3.2.3 was introduced for the classical Wiener space by R.E.A.C. Paley and Wiener, and so I will call it the *Paley–Wiener map*. To appreciate its importance here, observe that $\{h_\xi : \xi \in B^*\}$ is the subspace of those $g \in H$ with the property that $h \in H \mapsto (h, g)_H \in \mathbb{R}$ admits a continuous extension to $B$. Even though, when $\dim(H) = \infty$, no such continuous extension exists for general $g \in H$, $\mathcal{I}(g)$ can be thought of as an extension of $h \mapsto (h, g)_H$, albeit one that is defined only up to a $\mathcal{W}$-null set. Of course, one has to be careful when using this interpretation, since, when $H$ is infinite dimensional, $\mathcal{I}(g)(x)$ for a given $x \in E$ is not well-defined simultaneously for all $g \in H$. Nonetheless, by adopting it, one gets further evidence for the idea that $\mathcal{W}$ wants to be the standard Gaussian measure on $H$. Namely, because

$$\int e^{\mathcal{I}(h)} \, d\mathcal{W} = e^{-\frac{|h|^2}{2}}, \quad h \in H,$$

if $\mathcal{W}$ lived on $H$, then it would certainly be the standard Gaussian measure there.

Perhaps the most important application of the Paley–Wiener map is the following theorem about the behavior of Gaussian measures under translation. That is, if $y \in B$ and $T_y : B \rightarrow B$ is given by $T_y(x) = x + y$, we will be looking at the measure $(T_y)_*\mathcal{W}$ and its relationship to $\mathcal{W}$. Using the reasoning suggested above, the result is easy to guess. Namely, if $\mathcal{W}$ really lived on $H$ and were given by a Feynman-type representation (cf. §3.5.1)

$$\mathcal{W}(dh) = \frac{1}{Z} e^{-\frac{|h|^2}{2}} \lambda_H(dh),$$

then $(T_y)_*\mathcal{W}$ should have the Feynman representation

$$\frac{1}{Z} e^{-\frac{|h-y|^2}{2}} \lambda_H(dh),$$

which could be rewritten as

$$[(T_y)_*\mathcal{W}](dh) = \exp \left( (h, g)_H - \frac{1}{2} \|g\|^2_H \right) \mathcal{W}(dh).$$

Hence, if we are correct to interpret $\mathcal{I}(g)$ as $(\cdot, g)_H$, we are led to guess that, at least for $g \in H$,

$$[(T_y)_*\mathcal{W}](dx)(dx) = R_g(x) \mathcal{W}(dx), \quad \text{where } R_g = \exp \left[ \mathcal{I}(g) - \frac{1}{2} \|g\|^2_H \right].$$

That (3.2.2) is correct was proved for the classical Wiener space by R. Cameron and T. Martin, and for this reason it is called the *Cameron–Martin formula*. In fact, one has the following result, the second half of which is due to I. Segal.

**Theorem 3.2.4.** If $(H, B, \mathcal{W})$ is an abstract Wiener space, then, for each $g \in H$, $(T_y)_*\mathcal{W} \ll \mathcal{W}$ and the $R_g$ in (3.2.2) is the corresponding Radon–Nikodym derivative. Conversely, if $y \in B \setminus H$, then $(T_y)_*\mathcal{W}$ is singular with respect to $\mathcal{W}$.

**Proof.** Let $g \in H$, and set $\mu = (T_y)_*\mathcal{W}$. Then

$$\hat{\mu}(\xi) = \int e^{i(x+y, \xi)} \mathcal{W}(dx) = \exp \left( i(g, \xi) - \frac{1}{2} \|h_\xi\|^2_H \right).$$

Now define $\nu$ by the right-hand side of (3.2.2). Clearly $\nu \in M_1(E)$. Thus, we will have proved the first part of this theorem once we show that $\hat{\nu}$ is given by the right-hand side of $(\ast)$. To this end, observe that, for any $h_1, h_2 \in H$,

$$\int e^{\alpha_1 \mathcal{I}(h_1) + \alpha_2 \mathcal{I}(h_2)} \, d\mathcal{W} = \exp \left( \frac{\alpha_1^2}{2} \|h_1\|^2_H + \alpha_1 \alpha_2 (h_1, h_2)_H + \frac{\alpha_2^2}{2} \|h_2\|^2_H \right)$$

for all $\alpha_1, \alpha_2 \in \mathbb{C}$. Indeed, this is obvious when $\alpha_1$ and $\alpha_2$ are pure imaginary, and, since both sides are entire functions of $(\alpha_1, \alpha_2) \in \mathbb{C}^2$, it follows in general by analytic continuation. In particular, by taking $h_1 = g$, $\alpha_1 = 1$, $h_2 = h_\xi$, and $\alpha_2 = i$, it is easy to check that the right-hand side of $(\ast)$ is equal to $\hat{\nu}(\xi)$. 


To prove the second assertion, begin by recalling from Lemma 3.2.1 that for any \( y \in B, y \in H \) if and only if there is a \( K < \infty \) with the property that \( \|y, \xi\| \leq K \) for all \( \xi \in B^* \) with \( \|\xi\|_H = 1 \). Now suppose that \( (T_y)_*W \nsubseteq W \), and let \( R \) be the Radon–Nikodym derivative of its absolutely continuous part. Given \( \xi \in B^* \) with \( \|\xi\|_H = 1 \), let \( F_\xi \) be the \( \sigma \)-algebra generated by \( x \sim (x, \xi) \), and check that \( (T_y)_*W \mid F_\xi \ll W \mid F_\xi \) with Radon–Nikodym derivative

\[
Y(x) = \exp \left( \langle y, \xi \rangle \langle x, \xi \rangle - \frac{\langle y, \xi \rangle^2}{2} \right).
\]

Hence,

\[
Y \geq \mathbb{E}^WF[R \mid F_\xi] \geq \mathbb{E}^W[R_{\frac{1}{2}} \mid F_\xi]^2,
\]

and so

\[
\exp \left( -\frac{\langle y, \xi \rangle^2}{8} \right) = \langle Y_{\frac{1}{2}}, W \rangle \geq \alpha \equiv \langle R_{\frac{1}{2}}, W \rangle \in (0, 1].
\]

Since this means that \( \langle y, \xi \rangle^2 \leq 8 \log \frac{1}{\alpha}, y \in H \), we have shown that \( (T_y)_*W \perp W \) unless \( y \in H \). \( \square \)

Theorem 3.2.4 plays a critical role in what is called Malliavin’s calculus. What it provides is the possibility of developing a Sobolev-type calculus based on an integration by parts formula derived from the translation quasi-invariance of \( W \). To appreciate that Gaussian measures are as translation invariant as any probability measures on an infinite dimensional space, one should know about the theorem of Sudakov below.

**Lemma 3.2.5.** If \( \{K_n : n \geq 1\} \) is a sequence of compact subsets of an infinite dimensional Banach space \( E \), then the interior of \( \bigcup_{n=1}^{\infty} K_n \) is empty.

**Proof.** The first step is an application of the form of the Baire Category Theorem which says that if \( \{F_n : n \geq 1\} \) is a sequence of closed subsets in a complete metric space \( (E, \rho) \), \( \hat{F}_n = \emptyset \) for all \( n \geq 1 \) implies the interior of \( \Gamma = \bigcup_{n=1}^{\infty} F_n \) is empty. To see this, suppose \( x_0 \in E \) and \( r_0 > 0 \) are given. Because \( \hat{F}_1 = \emptyset \), there exist an \( x_1 \in B_E(x_0, r_0) \) and \( r_1 \in (0, \frac{r_0}{2}) \) such that \( B_E(x_1, r_1) \subseteq B_E(x_0, r_0) \) and \( B_E(x_1, r_1) \cap F_1 = \emptyset \). Proceeding by induction, assume that \( x_0, \ldots, x_n \in E \) and \( r_0, \ldots, r_n \in (0, \infty) \) have been chosen so that \( B_E(x_m, r_m) \subseteq B_E(x_{m-1}, r_{m-1}) \) and \( B_E(x_m, r_m) \cap F_m = \emptyset \) for \( 1 \leq m \leq n \). Then there exist \( x_{n+1} \in B_E(x_n, r_n) \) and \( r_{n+1} \in (0, \frac{r_n}{2}) \) such that \( B_E(x_{n+1}, r_{n+1}) \subseteq B_E(x_n, r_n) \) and \( B_E(x_{n+1}, r_{n+1}) \cap F_{n+1} = \emptyset \). Because \( \rho(x_m, x_n) \leq 2^{m-n} r_0 \) for \( n \geq m \), there exists an \( \alpha \in \bigcap_{n=1}^{\infty} B_E(x_n, r_n) \) to which \( \{x_n : n \geq 1\} \) converges, and so \( x \in B_E(x_0, r_0) \setminus \bigcup_{n=1}^{\infty} F_n \).

Now assume that \( E \) is an infinite dimensional Banach space. In view of the preceding, all that we have to show is that any compact \( K \subseteq E \) has empty interior, and to do so it suffices to prove that \( K - K = \{y - x : x, y \in K\} \) contains no neighborhood of \( 0 \). Indeed, if we knew that and if \( B_E(x, r) \subseteq K \) for some \( x \in E \) and \( r > 0 \), then we would have the contradiction that \( B_E(0, r) \subseteq B_E(x, r) - B(x, r) \subseteq K - K \). Thus, suppose that \( r > 0 \) is given, and choose \( x_1, \ldots, x_n \in E \) so that \( K \subseteq \bigcup_{m=1}^{n} B_E(x_m, \frac{r}{2^m}) \). By the Hahn–Banach Theorem, there exists a \( \xi \in E^* \) such that \( \|\xi\|_{E^*} = 1 \) and \( \langle x_m, \xi \rangle = 0 \) for \( 1 \leq m \leq n \). Now choose \( y \in B_E(0, r) \) so that \( \langle y, \xi \rangle \geq \frac{r}{2} \). Then, \( \langle x, \xi \rangle \leq \frac{r}{4} \) and \( \langle x + y, \xi \rangle \geq \frac{r}{2} \) for all \( x \in K \). Hence \( x + y \notin K \) for any \( x \in K \), and so \( y \in B_E(0, r) \setminus (K - K) \).

**Theorem 3.2.6.** If \( \mu \) is a Borel probability measure on an infinite dimensional, separable Banach space \( E \), then there is a dense subset \( D \in B_E \) such that \( (T_y)_* \mu \perp \mu \) for all \( x \in D \).

**Proof.** Using Ulam’s Lemma, for each \( n \geq 1 \) choose a compact \( K_m \subseteq E \) for which \( \mu(K_m) \geq 1 - \frac{1}{n} \), and set \( \Gamma = \bigcup_{n=1}^{\infty} K_n \) and \( \hat{\Gamma} = \Gamma - \Gamma = \bigcup_{n,m=1}^{\infty} (K_m - K_n) \). Clearly \( \mu(\Gamma) = 1 \), and, by Lemma 3.2.5, the interior of \( \hat{\Gamma} \) is empty, which means that \( D \equiv \{x : -x \notin \hat{\Gamma}\} \) is dense. Finally, if \( x \in D \), then \( (-x + \Gamma) \cap \Gamma = \emptyset \), and so \( (T_x)_* \mu(\Gamma) = \mu(-x + \Gamma) = 0 \), which means that \( (T_x)_* \mu \perp \mu \).

\( \square \)
3.2.2. Some Examples of Abstract Wiener Spaces. The father of all abstract Wiener spaces is the one created by Wiener when he constructed Brownian motion. Namely, take $\Omega_0$ to be the space of all paths $\omega : \mathbb{R} \rightarrow \mathbb{R}$ with the properties that $\omega(0) = 0$ and $\lim_{|t| \rightarrow \infty} \frac{|\omega(t)|}{|t|} = 0$. Then $\Omega_0$ becomes a separable Banach space when one takes $||\omega||_{\Omega_0} = \sup_{t \in \mathbb{R}} \frac{|\omega(t)|}{1+|t|}$, and, using Riesz's Representation Theorem, it is easy to identify $\Omega_0^*$ with the space of signed Borel measures $\mu$ on $\mathbb{R}$ for which $\mu(\{0\}) = 0$ and $||\mu||_{\Omega_0^*} \equiv \int (1+|t|) |\mu|(dt) < \infty$, where $|\mu|$ denotes the variation measure for $\mu$ (i.e., if $\mu = \mu_+ - \mu_-$ is the Hahn decomposition of $\mu$, then $|\mu| = \mu_+ + \mu_-$).

Take $H^1_0(\mathbb{R}; \mathbb{R})$ to be the set of absolutely continuous $h \in \Omega_0$ whose derivative is in $L^2(\lambda_R; \mathbb{R})$, and turn $H^1_0(\mathbb{R}; \mathbb{R})$ into a separable Hilbert space with $||h||_{H^1_0(\mathbb{R}; \mathbb{R})} = \|\hat{h}\|_{L^2(\lambda_R; \mathbb{R})}$. Using a standard mollification procedure, one sees that $H^1_0(\mathbb{R}; \mathbb{R})$ is dense in $\Omega_0$. Furthermore, $|h(t)| \leq |t|^\frac{1}{2} ||h||_{H^1_0(\mathbb{R}; \mathbb{R})}$, and so $||h||_{\Omega_0} \leq ||h||_{H^1_0(\mathbb{R}; \mathbb{R})}$, which means that $H^1_0(\mathbb{R}; \mathbb{R})$ is continuously embedded in $\Omega_0$. Finally, as was shown in Theorem 2.5.7 Brownian paths are in $\Omega_0$, and so their distribution induces a Borel measure on $\Omega_0$.

**Theorem 3.2.7.** If $W_0 \in M_1(\Omega_0)$ is the distribution of a Brownian motion, then $(H^1_0(\mathbb{R}; \mathbb{R}), \Omega_0, W_0)$ is an abstract Wiener space.

**Proof.** For $\mu \in \Omega_0^*$, set
\[
h_\mu(t) = \begin{cases} 
  \int_{-\infty}^{t} |s| \mu(ds) & \text{if } t \geq 0 \\
  \int_{-\infty}^{t} s \mu(ds) & \text{if } t < 0.
\end{cases}
\]
Then
\[
\hat{h}_\mu(t) = \begin{cases} 
  \mu((t, \infty)) & \text{if } t \geq 0 \\
  -\mu((-\infty, t)) & \text{if } t < 0,
\end{cases}
\]
and, since $|\mu|((-\infty, t)) \leq (1+|t|)^{-1}||\mu||_{\Omega_0^*}$, this shows that $h_\mu \in H^1_0$. In addition, if $h \in H^1_0$, then, using integration by parts, one sees that
\[
(h, h_\mu)_{H^1_0} = \int_{-\infty}^{\infty} h(t)\mu((t, \infty)) dt - \int_{-\infty}^{0} \hat{h}(t)\mu((-\infty, t)) dt
\]
\[
= \int_{0}^{\infty} h(t)\mu(dt) = (h, \mu).
\]

\[
\square
\]

There is an important interpretation of the Payley–Wiener map $h \in H^1_0 \longrightarrow I(h) \in L^2(W_0; \mathbb{R})$. Namely, for $\mu \in \Omega_0^*$, $\langle \omega, \mu \rangle$ is the Lebesgue integral
\[
\int \omega(t) \mu(dt) = (R) \int_{0}^{\infty} \omega(t) d\mu((t, \infty)) - (R) \int_{-\infty}^{0} \omega(t) d\mu((-\infty, t)),
\]
where, taking advantage of the facts that $\omega$ is continuous and $t \sim \mu((t, \infty))$ and $t \sim \mu((-\infty, t))$ are functions of bounded variation, the integrals on the right are taken in the sense of Riemann. A fundamental property of Riemann integration is that if $\varphi$ is Riemann integrable with respect to $\psi$ on an interval $[a, b]$, then $\psi$ is Riemann integrable with respect to $\varphi$ and
\[
(R) \int_{a}^{b} \varphi \psi = \varphi(b) \psi(b) - \varphi(a) \psi(a) - (R) \int_{a}^{b} \psi d\varphi.
\]
Hence, since $\omega(0) = 0$ and $|\mu|(t, \infty) \vee |\mu|(-\infty, -t) \leq |\mu|\Omega^0(1 + t)^{-1}$ for $t > 0$,

$$\langle \omega, \mu \rangle = (R) \int_0^\infty \mu(t, \infty) d\omega(t) - (R) \int_{-\infty}^0 \mu((-\infty, t) d\omega(t).$$

This means that $I(h_\mu)$ is a bona fide Riemann integral. Even though for general $h \in H^0_1$, $I(h)$ is neither a Lebesgue nor Riemann integral and is only defined up to a set of $W_0$-measure 0, it is the limit in $L^2(W_0; R)$ of Riemann integrals, and that accounts for the name Paley–Wiener integral.

Paley and Wiener did not interpret their integral in terms of abstract Wiener spaces. Instead, they developed their theory from the observation that if $f \in C^1_c(R; R)$, then $(R) \int f(t) d\omega(t)$ is a well defined Riemann integral which, under $W_0$, is a centered Gaussian random variable with variance $\|f\|^2_{L^2(\lambda_0; R)}$. They then used this observation and a mollification procedure to give meaning to $\int f(t) d\omega(t)$ for general $f \in L^2(\lambda_0; R)$. That is, given $f \in L^2(\lambda_0; R)$, they chose a sequence $\{f_n : n \geq 1\} \subseteq C^1_c(R; R)$ that converges to $f$ in $L^2(\lambda_0; R)$ and realized that the integrals $(R) \int f_n(t) d\omega(t)$ converge in $L^2(W_0; R)$ to a centered Gaussian random variable, which they denoted by $\int f(t) d\omega(t)$, with variance $\|f\|^2_{L^2(\lambda_0; R)}$. From the abstract Wiener space perspective, what they did is start with $\mu \in H^0_1$ which are absolutely continuous with respect to $\lambda_0$ and have a continuous, compactly supported Radon–Nikodym derivative and then use the same extension procedure as we used in the proof of Theorem 3.2.3.

The stationary Gaussian processes discussed in § 2.6.3 are another source of abstract Wiener spaces. For example, recall the Ornstein–Uhlenbeck process discussed at the end of that section, only this time run it at twice the speed so that its covariance function is $2^{-1} e^{-|t|}$ instead of $e^{-|t|}$. Again the paths of this process are continuous and have sublinear growth at infinity. Hence its distribution is a Borel measure on the space $\Omega$ of continuous functions $\omega : R \rightarrow R$ satisfying $\lim_{|t| \rightarrow \infty} \frac{|\omega(t)|}{|t|} = 0$, which becomes a separable Banach space when one uses the norm $\|\omega\|_\Omega = \sup_{t \in R} \frac{|\omega(t)|}{1 + |t|}$. Just as before, $\Omega^*$ can be identified as the space of signed Borel measures on $R$ for which $\int (1 + |t|)|\mu|(dt) < \infty$, only now $\mu\{0\}$ need not be 0.

**Theorem 3.2.8.** Let $U \in M_1(\Omega)$ be the distribution of the Ornstein–Uhlenbeck process with covariance function $\frac{1}{2} e^{-|t|}$, and let $H^1(R; R)$ be the space of absolutely continuous $h : R \rightarrow R$ for which both $h$ and $h$ are in $L^2(\lambda_0; R)$. Then $H^1(R; R)$ is a separable Hilbert space with norm

$$\|h\|_{H^1(R; R)} = \left( \|h\|^2_{L^2(\lambda_0; R)} + \|h\|^2_{L^2(\lambda_0; R)} \right)^{\frac{1}{2}},$$

$H^1(R; R)$ is dense in $\Omega$, and $(H^1(R; R), \Omega, U)$ is an abstract Wiener space.

**Proof.** Everything but the final statement is left as an exercise.

Proceeding as in the proof of Theorem 3.2.7, one sees that

$$\int \langle \omega, \mu \rangle \langle \omega, \nu \rangle U(d\omega) = \frac{1}{2} \int \int e^{-|t-s|} \mu(ds)\nu(dt) \text{ for } \mu, \nu \in \Omega^*.$$ 

Given $\mu \in \Omega^*$, define $h_\mu(t) = \frac{1}{2} \int e^{-|t-s|} \mu(ds)$. Then

$$h_\mu(t) = -\frac{1}{2} \int \sgn(t-s) e^{-|t-s|} \mu(ds),$$

and so, for $h \in H^1(R; R)$,

$$\langle h, h_\mu \rangle_{L^2(\lambda_0; R)} = \frac{1}{2} \int \left( \int h(t) \sgn(t-s) e^{-|t-s|} dt \right) \mu(ds) = \int h(s) \mu(ds) - \int h(t) h_\mu(t) dt.$$
Hence \( \langle h, \mu \rangle = \langle h, h \rangle_{H^1(\mathbb{R}; \mathbb{R})} \). In addition,
\[
\int \langle \omega, \mu \rangle^2 U(d\omega) = \frac{1}{2} \int \int e^{-|t-s|} \mu(ds)\mu(dt) = \langle h, \mu \rangle = \|h\|_{H^1(\mathbb{R}; \mathbb{R})}^2,
\]
which completes the proof that \((H^1(\mathbb{R}; \mathbb{R}), \Omega, U)\) is an abstract Wiener space.

There is an interesting connection between stationary Gaussian processes and Paley–Wiener integrals. Namely, suppose that \( f \in L^2(\lambda; \mathbb{R}) \) is an \( \mathbb{R} \)-valued characteristic function. Then \((2\pi)^{-1} \hat{f}\) is the density of a even Borel probability measure on \( \mathbb{R} \). Hence \( \hat{f} \) is a non-negative, even \( \lambda\)-integrable function. Take \( \psi \) to be the Fourier transform of \((2\pi)^{-1} \hat{f} \), and observe that \( \psi \) is an even element of \( L^2(\mathbb{R}; \mathbb{R}) \) and that \( f(t) = \int \psi(t-s)\psi(s)\, ds \). Using Paley–Wiener integration, now define
\[
X(t, \omega) = \int \psi(t-\tau)\, d\omega(\tau) \in L^2(W_0; \mathbb{R}) \text{ for } t \in \mathbb{R}.
\]
Then
\[
\int X(s, \omega)X(t, \omega)\, W_0(d\omega) = \int \psi(t-\tau)\psi(s-\tau)\, d\tau = \int \psi(t-s-\tau)\psi(\tau)\, d\tau = f(t-s),
\]
and so \( \{X(t) : t \in \mathbb{R}\} \) under \( W_0 \) is a centered stationary Gaussian process with covariance \( f(t-s) \). This representation of stationary Gaussian processes is a key ingredient in much of prediction theory.

### 3.2.3. Wiener Series

In this subsection I will give a modern version of Wiener’s approach to providing a mathematically satisfactory treatment of Brownian motion.

**Theorem 3.2.9.** Let \( H \) be an infinite dimensional, separable, real Hilbert space and \( B \) a Banach space into which \( H \) is continuously embedded as a dense subspace. If for some orthonormal basis \( \{h_m : m \geq 0\} \) in \( H \) the series
\[
\sum_{m=0}^{\infty} y_m h_m \text{ converges in } B
\]
for \( \gamma_{0,1} \)-almost every \( y = (y_0, \ldots, y_m, \ldots) \in \mathbb{R}^N \) and if \( S : \mathbb{R}^N \rightarrow B \) is given by
\[
S(y) = \begin{cases} \sum_{m=0}^{\infty} y_m h_m & \text{when the series converges in } B \\ 0 & \text{otherwise}, \end{cases}
\]
then \((H, B, W)\) with \( W = S_{\gamma_{0,1}}^N \) is an abstract Wiener space. Conversely, if \((H, B, W)\) is an abstract Wiener space and \( \{h_m : m \geq 0\} \) is an orthogonal sequence in \( H \) such that, for each \( m \in \mathbb{N} \), either \( h_m = 0 \) or \( \|h_m\|_H = 1 \), then
\[
\mathbb{E}^W \left[ \sup_{n \geq 0} \left\| \sum_{m=0}^{n} I(h_m)h_m \right\|_B^p \right] < \infty \text{ for all } p \in [1, \infty),
\]
and, for \( W \)-almost every \( x \in B \), \( \sum_{m=0}^{\infty} \mathbb{E}^W[I(h_m)](x)h_m \) converges in \( B \) to the \( W \)-conditional expectation value of \( x \) given \( \sigma(\{I(h_m) : m \geq 0\}) \). Moreover,
\[
\sum_{m=0}^{\infty} \mathbb{E}^W[I(h_m)](x)h_m \text{ is } W\text{-independent of } x - \sum_{m=0}^{\infty} \mathbb{E}^W[I(h_m)](x)h_m.
\]
Finally, if \( \{h_m : m \geq 0\} \) is an orthonormal basis in \( H \), then, for \( W \)-almost every \( x \in B \), \( \sum_{m=0}^{\infty} \mathbb{E}^W[I(h_m)](x)h_m \) converges in \( B \) to \( x \), and the convergence is also in \( L^p(W; B) \) for every \( p \in [1, \infty) \).
3.2. DEFINITION OF AN ABSTRACT WIENER SPACE

Proof. First assume that (3.2.4) holds for some orthonormal basis, and set \( S_n(y) = \sum_{m=0}^{n} y_m h_m \) and \( W = S_n \gamma_{0,1} \). Then, because \( S_n(y) \rightarrow S(y) \) in \( B \) for \( \gamma_{0,1} \)-almost every \( y \in \mathbb{R}^N \),

\[
\hat{W}(\xi) = \lim_{n \to \infty} E_{\gamma_{0,1}}^N \left[ e^{i\langle S_n, \xi \rangle} \right] = \lim_{n \to \infty} \prod_{m=0}^{n} e^{-\frac{1}{2} \langle h_m, h_m \rangle} = e^{-\frac{1}{2} \| \xi \|^2},
\]

which proves that \((H, B, W)\) is an abstract Wiener space.

Next suppose that \((H, B, W)\) is an abstract Wiener space and that \( \{h_m : m \geq 0\} \) is an orthogonal sequence with \( \|h_m\|_H \in \{0,1\} \) for each \( m \geq 0 \). For each \( n \in \mathbb{N} \), set \( F_n = \sigma \{ \mathcal{I}(h_m) : 0 \leq m \leq n \} \). Clearly, \( F_n \subseteq F_{n+1} \) and \( F \equiv \sigma (\bigcup_{n=0}^{\infty} F_n) \) is the \( \sigma \)-algebra generated by \( \{ \mathcal{I}(h_m) : m \geq 0 \} \). Moreover, if \( S_n = \sum_{m=0}^{n} \mathcal{I}(h_m) h_m \), then, since \( \{ \mathcal{I}(h_m) : m \geq 0 \} \) is a Gaussian family and \( \langle x-S_n(x), \xi \rangle \) is perpendicular in \( L^2(W; \mathbb{R}) \) to \( \mathcal{I}(h_m) \) for all \( \xi \in B^* \) and \( 0 \leq m \leq n \), \( x-S_n(x) \) is \( W \)-independent of \( F_n \). Thus \( S_n = E^W[x | F_n] \), and so, by Theorem 3.1.4, we know both that (3.2.5) holds and that \( S_n \rightarrow E^W[x | F] \) \( W \)-almost surely and in \( L^p(W; B) \) for all \( p \in [1, \infty) \). In addition, the \( W \)-independence of \( S_n(x) \) from \( x-S_n(x) \) implies that the limit quantities possess the same independence property.

In order to complete the proof at this point, all that we have to do is show that \( x = E^W[x | F] \) \( W \)-almost surely when \( \{h_m : m \geq 0\} \) is an orthonormal basis. Equivalently, we must check that \( B_B \) is contained in the \( W \)-completion \( \overline{F}^W \) of \( F \). To this end, note that, for each \( h \in H \), because \( \sum_{m=0}^{n} (h, h_m) H h_m \) converges in \( H \) to \( h \),

\[
\sum_{m=0}^{n} (h, h_m) H \mathcal{I}(h_m) = \mathcal{I} \left( \sum_{m=0}^{n} (h, h_m) H h_m \right) \rightarrow \mathcal{I}(h) \quad \text{in} \ L^2(W; \mathbb{R}).
\]

Hence, \( \mathcal{I}(h) \) is \( \overline{F}^W \)-measurable for every \( h \in H \). In particular, this means that \( x \rightsquigarrow \langle x, \xi \rangle \) is \( \overline{F}^W \)-measurable for every \( \xi \in B^* \), and so, since \( B_B \) is generated by \( \{ \langle \cdot, \xi \rangle : \xi \in B^* \} \), \( B_B \subseteq \overline{F}^W \).

It is important to acknowledge that the preceding theorem would not have made Wiener’s life easier. Indeed, Wiener knew full well that what he had to do is prove a series of the sort described in the first part of Theorem 3.2.9 converges in the space of continuous paths. Being an expert in harmonic analysis, he chose an orthonormal basis consisting of trigonometric functions and used non-trivial results from harmonic analysis to prove the required convergence.

Corollary 3.2.10. If \( W \) is a non-degenerate, centered Gaussian measure on the separable Banach space \( B \), then \( W(G) > 0 \) for all non-empty open subsets \( G \subseteq B \).

Proof. Let \( H \) be the Cameron–Martin space for \( W \) on \( B \).

Since \( H \) is dense in \( B \), it suffices to show that \( W(B_B(0, r)) > 0 \) for all \( h \in H \) and \( r > 0 \). In addition, because

\[
W(B_B(0, r)) = \int_{B_B(0, r)} R_{-h} dW \leq \| R_{-h} \|_{L^2(W; \mathbb{R})} \left( W(B_B(0, r)) \right)^{\frac{1}{2}}
\]

and

\[
\| R_{-h} \|_{L^2(W; \mathbb{R})} = e^{-\| h \|^2_H} \int e^{-2\mathcal{I}(h)} dW = e^{-\| h \|^2_H},
\]

it is enough to prove that \( W(B_B(0, r)) > 0 \) for all \( r > 0 \). To this end, let \( \{h_n : n \geq 0\} \) be an orthonormal basis in \( H \), and set \( S_n = \sum_{m=0}^{n} \mathcal{I}(h_m) h_m \). By Theorem 3.2.9, for each \( r > 0 \) there is an \( n \) such that

\[
W(\| x - S_n \|_B \leq \frac{r}{2}) \geq \frac{1}{2}.
\]

At the same time, \( \|S_n\|_B^2 \leq C \|S_n\|_H = C \sum_{m=0}^{n} \mathcal{I}(h_m)^2 \), and therefore, since \( x - S_n \) is independent of \( S_n \),

\[
W(B_B(0, r)) \geq \frac{1}{2} \gamma_{0,1}^{n+1}(B_{\mathbb{R}^{n+1}}(t, \frac{r}{2})) > 0
\]

for all \( r > 0 \).
3.2.4. Isoperimetric Inequality for Abstract Wiener Space. By taking advantage of the dimension independence of (2.4.6), we will prove here the analog of (2.4.6) for abstract Wiener spaces.

Let \((H, B, W)\) be an infinite dimensional, non-degenerate abstract Wiener space. Given \(A \in B_B\) and \(t \geq 0\), define
\[
A^{(t)} = \{ x + h : x \in A \text{ and } h \in B_H(0, t) \}.
\]
Equivalently, \(x \in A^{(t)}\) if and only if there is a \(y \in A\) such that \(\|y - x\|_H \leq t\). Notice that \(A^{(t)}\) is significantly smaller than it would have been had we used \(\|\cdot\|_B\) rather than \(\|\cdot\|_H\) to define it.

**Theorem 3.2.11.** For any \(A \in B_B\) and \(t \geq 0\),
\[
(3.2.6) \quad \Phi^{-1}(W(A^{(t)})) \geq \Phi^{-1}(\Phi^{-1}(W(A)) + t).
\]
In particular, if \(A \in B_B\) and \(x \in A \implies x + h \in A\) for all \(h \in H\), then \(W(A) \in \{0, 1\}\).

**Proof.** Choose a sequence \(\{\xi_n : n \geq 0\} \subseteq B^*\) so that \(\{h_n : n \geq 0\}\) is an orthonormal basis in \(H\) when \(h_n = h_{\xi_n}\). By Theorem 3.2.9, we know that \(B_B\) is contained in the \(W\)-completion of \(\sigma(\{\langle \cdot, \xi_n \rangle : n \geq 0\})\). Thus, since the set of \(A\) for which (3.2.6) holds is closed under monotone limits, it suffices for us to show that it holds when \(A \in F_N \equiv \sigma(\{\langle \cdot, \xi_n \rangle : 0 \leq n \leq N - 1\})\) for some \(N \geq 1\). To this end, define the projection map \(\pi_N : B \rightarrow \mathbb{R}^N\) by
\[
\pi_N(x) = \left( \langle x, \xi_0 \rangle, \ldots, \langle x, \xi_{N-1} \rangle \right).
\]
Then, \(A \in F_N\) if and only if \(A = \pi_N^{-1}(\Gamma)\) for some \(\Gamma \in B_{\mathbb{R}^N}\), in which case \(A^{(t)} = \pi_N^{-1}(\Gamma^{(t)})\), where, as in (2.4.6), \(\Gamma^{(t)} = \{ y \in \mathbb{R}^N : |y - \Gamma| \leq t \}\). Further, \(W(A) = \gamma_0(\Gamma)\) and \(W(A^{(t)}) = \gamma_0(\Gamma^{(t)})\), and so (3.2.6) for \(A\) follows from (2.4.6) for \(\Gamma\).

Given the first part, the second part follows from the fact that, under the stated condition, \(A = A^{(t)}\) for all \(t > 0\), and therefore \(W(A) > 0 \implies W(A) = W(A^{(t)}) \geq \Phi(\Phi^{-1}(W(A)) + t) \rightarrow 1\) as \(t \rightarrow \infty\).

An interesting consequence of (3.2.6) is the fact that if \(L \in B_B\) is a subspace of \(B\) containing \(H\), then \(W(L) \in \{0, 1\}\). Thus, for example, with probability 0 or 1, a Brownian path will be in any Banach space of paths that contains \(H_1(\mathbb{R}; \mathbb{R})\).

**Corollary 3.2.12.** Let \(f : B \rightarrow [-\infty, \infty]\) be a Borel measurable function satisfying \(|f(y) - f(x)| \leq \lambda \|y - x\|_H\) for some \(\lambda \in [0, \infty)\) and all \(x, y \in B\). If \(|f(x)| < \infty\) for \(W\)-almost every \(x \in B\) and \(m\) is a median of \(f\) under \(W\), then
\[
(3.2.7) \quad W(\{|f(x) - m| \geq \lambda t\}) \leq 2(1 - \Phi(t)) \leq 2e^{-\frac{t^2}{2}},
\]
and so, for any non-decreasing \(g \in C([0, \infty); [0, \infty))\),
\[
(3.2.8) \quad \int_B g(|f(x) - m|) W(dx) \leq \int_{\mathbb{R}} g(\lambda t) \gamma_{0,1}(dt).
\]
In particular, if \(\Sigma = \sup\{\|h\|_B : h \in B_H(0, 1)\}\) and \(m\) is the smallest median of \(x \rightsquigarrow \|x\|_B\) under \(W\), then
\[
(3.2.9) \quad 2(1 - \Phi(\Sigma^{-1} t)) \leq W(\{|x| : \|x\|_B \geq t\}) \leq 2(1 - \Phi(\Sigma^{-1}(t - m)^+) \leq 2e^{-\frac{(t-m)^+)^2}{2\Sigma^2}},
\]
and so
\[
\int \exp \left( \frac{\alpha(\|x\|_B - m)^2}{2\Sigma^2} \right) W(dx) \leq \frac{1}{(1 - \alpha)^\frac{1}{2}} \leq \int \exp \left( \frac{\alpha\|x\|^2_B}{2\Sigma^2} \right) W(dx)
\]
for $\alpha \in [0,1)$.

**Proof.** The estimate in (3.2.7) is proved from (3.2.6) in exactly the same way as the one in (2.4.13) was derived from (2.4.6). To prove the upper bounds in (3.2.9), simply observe that

$$\|y\|_B - \|x\|_B \leq \|x - y\|_B \leq \Sigma\|y - x\|_H.$$  

The first step in proving the lower bound in (3.2.9) is to show that

$$\Sigma = \sup\{\|h\|_H : \|g\|_B = 1\}.$$  

To check this, begin with the observation that

$$\Sigma = \sup\{\|h\|_H^{-1} : \|h\|_B = 1\}.$$  

Now suppose that $\xi \in B^*$ with $\|\xi\|_{B^*} = 1$, and set $g = \frac{h_\xi}{\|h_\xi\|_B}$. Note that, since $\|g\|_B = 1$, $\|g\|_H^{-1} \leq \Sigma$. Hence, because $1 \geq \langle g, \xi \rangle = \langle g, h_\xi \rangle_H = \|g\|_H \|h_\xi\|_H$, $\|h_\xi\|_H \leq \|g\|_H^{-1} \leq \Sigma$, and so left hand side of (*) dominates the right hand side. To prove the opposite inequality, suppose that $h \in H$ with $\|h\|_B = 1$. By the Hahn–Banach Theorem, there exists $\xi \in B^*$ with $\|\xi\|_{B^*} = 1$ and $\langle h, \xi \rangle = 1$. In particular, $\|h\|_H \|\xi\|_H \geq \langle h, h_\xi \rangle_H = \langle h, \xi \rangle = 1$, and therefore $\|h\|_H^{-1} \leq \|h_\xi\|_H$, which, together with the preceding, completes the verification.

The next step is to show that there exists an $\xi \in B^*$ with $\|\xi\|_{B^*} = 1$ such that $\|h_\xi\|_H = \Sigma$. To this end, choose $\{\xi_k : k \geq 1\} \subseteq B^*$ with $\|\xi_k\|_{B^*} = 1$ so that $\|h_{\xi_k}\|_H \rightarrow \Sigma$. Because $B_{B^*}(0,1)$ is compact in the weak* topology and, by Theorem 3.2.3, $\xi \in B_{B^*}(0,1) \mapsto h_\xi \in H$ is continuous from the weak* topology into the strong topology, we can assume that $\{\xi_k : k \geq 1\}$ is weak* convergent to some $\xi \in B_{B^*}(0,1)$ and that $\|h_\xi\|_H = \Sigma$, which is possible only if $\|\xi\|_{B^*} = 1$. Finally, knowing that this $\xi$ exists, note that $\langle \cdot, \xi \rangle$ is a centered Gaussian under $W$ with variance $\Sigma^2$. Hence, since $\|x\|_B \geq |\langle x, \xi \rangle|$, 

$$W(|x|_B \geq t) \geq W(|\langle x, \xi \rangle| \geq t) = \gamma_{0,1}(\mathbb{R} \setminus (-t, t)) = 2(1 - \Phi(t)).$$

The assumption in Corollary 3.2.12 that $f$ is $W$-almost surely finite is vital. Indeed, otherwise we would get a contradiction by taking $f(x) = \|x\|_H$.

The estimates in (3.2.9) and its application represent a significant sharpening of Fernique’s result. An asymptotic version of (3.2.9) was proved by M. Donsker and S.R.S. Varadhan using the result in Theorem 3.3.1 below. They showed that

$$\lim_{R \to \infty} R^{-2} \log W(|x|_B \geq R) = -\frac{1}{2\Sigma^2};$$

and from this they concluded that $e^{-\frac{R^2}{2\Sigma^2}}$ is $W$-integrable if and only if $\alpha < 1$.

### 3.2.5. Gross’s Operator Extention Procedure

A major goal of both Segal and Gross was to develop a procedure for extending operators defined on the Cameron–Martin space to the Banach space in which it is embedded. This subsection contains a couple of Gross’s fundamental results in that direction. Throughout, $H$ will be an infinite dimensional, separable Hilbert space over $\mathbb{R}$.

**Lemma 3.2.13.** Let $(H, B, W)$ be an abstract Wiener space and $\{h_m : m \geq 0\}$ an orthonormal basis in $H$. Then, for each $h \in H$, $\sum_{m=0}^\infty \langle h, h_m \rangle_H I(h_m)$ converges to $I(h)$ $W$-almost surely and in $L^p(W; \mathbb{R})$ for every $p \in [1, \infty)$.

**Proof.** Define the $\sigma$-algebras $F_n$ and $F$ as in the proof of Theorem 3.2.9 Then, by the same argument as was used there, one can identify $\sum_{m=0}^n \langle h, h_m \rangle_H I(h_m)$ as $E^W[I(h) | F_n]$. Thus, since $F^W \supseteq B_B$, the required convergence statement is an immediate consequence of Theorem 3.1.14.  

\qed
3. GAUSSIAN MEASURES ON A BANACH SPACE

Theorem 3.2.14. Let \((H,B,W)\) be an abstract Wiener space. For each finite dimensional subspace \(L\) of \(H\) there is a \(W\)-almost surely unique map \(P_L : E \rightarrow H\) such that, for every \(h \in H\) and \(W\)-almost every \(x \in B\), \((h, P_L x)_H = \mathcal{I}(\Pi_L h)(x)\), where \(\Pi_L\) denotes the orthogonal projection map from \(H\) onto \(L\). In fact, if \(\{g_1, \ldots, g_{\dim(L)}\}\) is an orthonormal basis for \(L\), then \(P_L x = \sum_{i=1}^{\dim(L)} [\mathcal{I}(g_i)](x) g_i\), and so \(P_L x \in L\) for \(W\)-almost every \(x \in B\). In particular, the distribution of \(x \in B \mapsto P_L x \in L\) under \(W\) is the same as that of \((y_1, \ldots, y_{\dim(L)}) \in \mathbb{R}^{\dim(L)} \rightarrow \sum_{i=1}^{\dim(L)} y_i g_i \in L\) under \(\gamma_{0,1}^{\dim(L)}\). Finally, \(x \mapsto P_L x\) is \(W\)-independent of \(x \mapsto x - P_L x\).

Proof. Set \(\ell = \dim(L)\). It suffices to note that

\[
\mathcal{I}(\Pi_L h) = \mathcal{I}\left(\sum_{k=1}^{\ell} (h, g_k)_H g_k\right) = \sum_{k=1}^{\ell} (h, g_k)_H \mathcal{I}(g_k) = \left(\sum_{k=1}^{\ell} \mathcal{I}(g_k) g_k, h\right)_H
\]

for all \(h \in H\).

The definition of an abstract Wiener space that we have been using is not the same as Gross’s. The difference is that his definition included the property that is derived in the following theorem.

Theorem 3.2.15. Let \((H,B,W)\) be an abstract Wiener space and \(\{h_n : n \geq 0\}\) an orthonormal basis for \(H\). If \(L_n = \text{span}\{h_0, \ldots, h_n\}\), then, for all \(\epsilon > 0\) there exists an \(n \in \mathbb{N}\) such that \(E_W[\|P_L x\|_B^2] \leq \epsilon^2\) whenever \(L\) is a finite dimensional subspace of \(H\) that is perpendicular to \(L_n\).

Proof. Without loss in generality, we will assume that \(\|\cdot\|_B \leq \|\cdot\|_H\).

Arguing by contradiction, we will show that if the asserted property did not hold, then there would exist an orthonormal basis \(\{f_n : n \geq 0\}\) for \(H\) such that \(\sum_0^{\infty} \mathcal{I}(f_n) f_n\) fails to converge in \(L^2(W;B)\).

Suppose that there is an \(\epsilon > 0\) such that for all \(n \in \mathbb{N}\) there exists a finite dimensional \(L \perp L_n\) with \(E_W[\|P_L x\|_B^2] \geq \epsilon^2\). Under this assumption, define \(\{n_m : m \geq 0\} \subseteq \mathbb{N}\), \(\{\ell_m : m \geq 0\} \subseteq \mathbb{N}\), and \(\{f_0, \ldots, f_{n_m}\} : m \geq 0\} \subseteq L_{n_m}\) inductively by the following prescription. First, take \(n_0 = 0 = \ell_0\) and \(f_0 = h_0\). Next, knowing \(n_m\) and \(\{f_0, \ldots, f_{n_m}\}\), choose a finite dimensional subspace \(L \perp L_{n_m}\) so that \(E_W[\|P_L x\|_B^2] \geq \epsilon^2\), set \(\ell_m = \dim(L)\), and let \(\{g_{m,1}, \ldots, g_{m,\ell_m}\}\) be an orthonormal basis for \(L\). For any \(\delta > 0\) there exists an \(n \geq n_m + \ell_m\) such that

\[
\sum_{j,k=1}^{\ell_m} \left| (\Pi_{L_n} g_{m,j}, \Pi_{L_n} g_{m,k})_H - \delta_{j,k} \right| \leq \delta.
\]

In particular, if \(\delta \in (0,1)\), then the elements of \(\{\Pi_{L_n} g_{m,i} : 1 \leq i \leq \ell_m\}\) are linearly independent and the orthonormal set \(\{\tilde{g}_{m,j} : 1 \leq j \leq \ell_m\}\) obtained from them via the Gram-Schmidt orthogonalization procedure satisfies

\[
\sum_{j=1}^{\ell_m} \|\tilde{g}_{m,j} - \Pi_{L_n} g_{m,j}\|_H \leq K_m \sum_{j,k=1}^{\ell_m} \left| (\Pi_{L_n} g_{m,j}, \Pi_{L_n} g_{m,k}) - \delta_{j,k} \right|
\]

for some \(K_m < \infty\) which depends only on \(\ell_m\). Moreover, because \(L \perp L_{n_m}\), \(\tilde{g}_{m,j} \perp L_{n_m}\) for all \(1 \leq j \leq \ell_m\). Hence, we can find an \(n_{m+1} \geq n_m + \ell_m\) for which \(\text{span}\{h_n : n_m < n \leq n_{m+1}\}\) admits an orthonormal basis \(\{f_{n_{m+1}}, \ldots, f_{n_{m+1}}\} \perp L_{n_m}\), with the property that \(\sum_{j=1}^{\ell_m} \|g_{m,j} - f_{n_{m+1},j}\|_H \leq \frac{\epsilon}{4}\).
3.2. Definition of an Abstract Wiener Space

Clearly \( \{f_n : n \geq 0\} \) is an orthonormal basis for \( H \). On the other hand,

\[
E^W \left[ \left\| \sum_{n=n_0+1}^{n_0+\ell} I(f_n) f_n \right\|_B^2 \right]^\frac{1}{2} \geq \epsilon - E^W \left[ \frac{1}{2} \left( \left\| \sum_{m=1}^{\ell_m} (I(g_m)g_m) - I(f_{n_0+j})f_{n_0+j} \right\|_B^2 \right) \right]^{\frac{1}{2}} \geq \epsilon - \sum_{m=1}^{\ell_m} E^W \left[ \left\| I(g_m)g_m - I(f_{n_0+j})f_{n_0+j} \right\|_H^2 \right]^{\frac{1}{2}},
\]

and so, since \( E^W \left[ \left\| I(g_m)g_m - I(f_{n_0+j})f_{n_0+j} \right\|_H^2 \right]^{\frac{1}{2}} \) is dominated by

\[
E^W \left[ \left( \left\| I(g_m)g_m - I(f_{n_0+j})f_{n_0+j} \right\|_H^2 \right)^{\frac{1}{2}} + E^W \left[ I(f_{n_0+j})^2 \right]^{\frac{1}{2}} \right] \geq 2 \left\| g_m - f_{n_0+j} \right\|_H,
\]

we have that

\[
E^W \left[ \left\| \sum_{n=n_0+1}^{n_0+\ell} I(f_n) f_n \right\|_B^2 \right] \geq \frac{\epsilon}{2} \quad \text{for all } m \geq 0,
\]

and this means that \( \sum_{n=0}^{\infty} I(f_n) f_n \) cannot be converging in \( L^2(W; B) \). \( \square \)

Besides showing that my definition of an abstract Wiener space is the same as Gross’s, Theorem 3.2.15 allows us to prove a very convincing statement, again due to Gross, of just how non-unique is the Banach space for which a given Hilbert space is the Cameron–Martin subspace.

**Corollary 3.2.16.** If \((H, B, W)\) is an abstract Wiener space, then there exists a separable Banach space \( B_0 \) that is continuously embedded in \( B \) as a measurable subset and has the properties that \( W(B_0) = 1 \), bounded subsets of \( B_0 \) are relatively compact in \( B \), and \((H, B_0, W | B_0)\) is again an abstract Wiener space.

**Proof.** Again we will assume that \( \| \cdot \|_E \leq \| \cdot \|_H \).

Choose \( \{\xi_n : n \geq 0\} \subseteq B^* \) so that \( \{h_n : n \geq 0\} \) is an orthonormal basis in \( H \) when \( h_n = h_{\xi_n} \), and set \( L_n = \text{span}(\{h_0, \ldots, h_n\}) \). Next, using Theorem 3.2.15 choose an increasing sequence \( \{n_m : m \geq 0\} \) so that \( n_0 = 0 \) and

\[
E^W \left[ \|P_{L_m} x\|_B^2 \right] \leq 2^{-m} \quad \text{for } m \geq 1 \quad \text{and finite dimensional } L \perp L_{m-1},
\]

and define \( Q_\ell \) for \( \ell \geq 0 \) on \( B \) into \( H \) so that

\[
Q_0 x = (x, \xi_0) h_0 \quad \text{and} \quad Q_\ell x = \sum_{n=n_{\ell-1}+1}^{n_\ell} (x, \xi_n) h_n \quad \text{when } \ell \geq 1.
\]

Finally, set \( S_m = P_{L_{n_m}} \sum_{\ell=0}^{m} Q_\ell \), and define \( B_0 \) to be the set of \( x \in B \) such that

\[
\|x\|_{B_0} \equiv \|Q_0 x\|_E + \sum_{\ell=1}^{\infty} \ell^2 \|Q_\ell x\|_B < \infty \quad \text{and} \quad \|S_m x - x\|_B \to 0.
\]

To show that \( \| \cdot \|_{B_0} \) is a norm on \( B_0 \) and that \( B_0 \) with norm \( \| \cdot \|_{B_0} \) is a Banach space, first note that if \( x \in B_0 \), then

\[
\|x\|_B = \lim_{m \to \infty} \|S_m x\|_B \leq \|Q_0 x\|_B + \sum_{\ell=1}^{m} \|Q_\ell x\|_B \leq \|x\|_{B_0},
\]

and therefore \( \| \cdot \|_{B_0} \) is certainly a norm on \( B_0 \). Next, suppose that the sequence \( \{x_k : k \geq 1\} \subseteq B_0 \) is a Cauchy sequence with respect to \( \| \cdot \|_{B_0} \). By the preceding, we know that \( \{x_k : k \geq 1\} \) is also Cauchy convergent with respect to \( \| \cdot \|_B \), and so there exists an \( x \in B \) such that \( x_k \to x \) in \( B \). We need to show...
that \( x \in B_0 \) and that \( \|x_k - x\|_{B_0} \to 0 \). Because \( \{x_k : k \geq 1\} \) is bounded in \( B_0 \), it is clear that \( \|x\|_{B_0} < \infty \).

In addition, for any \( m \geq 0 \) and \( k \geq 1 \),

\[
\|x - S_m x\|_B = \lim_{\ell \to \infty} \|x_\ell - S_m x_\ell\|_B \leq \lim_{\ell \to \infty} \|x_\ell - S_m x\|_{B_0} \leq \lim_{\ell \to \infty} \|x_\ell - S_m x\|_B = \lim_{\ell \to \infty} \sum_{n>m} n^2\|Q_n x_\ell\|_B \leq \sum_{n>m} n^2\|Q_n x_k\|_B + \sup_{\ell \geq k} \|x_\ell - x_k\|_{B_0}.
\]

Thus, by choosing \( k \) for a given \( \epsilon > 0 \) so that \( \sup_{\ell \geq k} \|x_\ell - x_k\|_{B_0} < \epsilon \), we conclude that \( \lim_{m \to \infty} \|x - S_m x\|_B < \epsilon \) and therefore that \( S_m x \to x \) in \( B \). Hence, \( x \in B_0 \). Finally, to see that \( x_k \to x \) in \( B_0 \), simply note that

\[
\|x - x_k\|_{B_0} = \|Q_0(x - x_k)\|_B + \sum_{m=1}^\infty m^2\|Q_m(x - x_k)\|_B \leq \lim_{\ell \to \infty} \left( \|Q_0(x_\ell - x_k)\|_B + \sum_{m=1}^\infty m^2\|Q_m(x_\ell - x_k)\|_B \right) \leq \sup_{\ell \geq k} \|x_\ell - x_k\|_{B_0},
\]

which tends to \( 0 \) as \( k \to \infty \).

To show that bounded subsets of \( B_0 \) are relatively compact in \( B \), it suffices to show that for any sequence \( \{x_\ell : \ell \geq 1\} \subseteq B_{B_0}(0, R) \), then there is an \( x \in B \) to which a subsequence converges in \( B \). For this purpose, observe that, for each \( m \geq 0 \), there is a subsequence \( \{x_{k_\ell} : k \geq 1\} \) along which \( \{S_m x_{k_\ell} : k \geq 1\} \) converges in \( L_{nm} \).

Finally, to see that \( x_k \to x \) in \( B_0 \), simply note that

\[
\|x - x_k\|_{B_0} = \|Q_0(x - x_k)\|_B + \sum_{m=1}^\infty m^2\|Q_m(x - x_k)\|_B \leq \lim_{\ell \to \infty} \left( \|Q_0(x_\ell - x_k)\|_B + \sum_{m=1}^\infty m^2\|Q_m(x_\ell - x_k)\|_B \right) \leq \sup_{\ell \geq k} \|x_\ell - x_k\|_{B_0},
\]

it follows that \( \{x_{k_\ell} : k \geq 1\} \) is Cauchy convergent in \( B \) and therefore that it converges in \( B \).

We must still show that \( B_0 \subset B \) and that \( (H, B_0, \mathcal{W} \mid B_0) \) is an abstract Wiener space. To see the first of these, observe that \( x \in B \mapsto \|x\|_{B_0} \in [0, \infty] \) is lower semicontinuous and that \( \{x : \|S_m x - x\|_B \to 0\} \subset B \). In addition, because, by Theorem 3.2.3 \( \|S_m x - x\|_B \to 0 \) for \( \mathcal{W} \)-almost every \( x \in B \), we will know that \( \mathcal{W}(\|x\|_{B_0} < \infty) = 1 \), which follows immediately from

\[
E^W[\|x\|_{B_0}] = E^W[\|Q_0 x\|_B] + \sum_{m=1}^\infty m^2E^W[\|Q_m x\|_B] \leq \sum_{m=1}^\infty m^2E^W[\|Q_m x\|_B^2] \leq \sum_{m=1}^\infty m^22^{-m} < \infty.
\]

The next step is to check that \( H \) is continuously embedded in \( B_0 \). Certainly \( h \in H \mapsto \|S_m h - h\|_B \leq \|S_m h - h\|_H \to 0 \). Next suppose that \( h \in H \setminus \{0\} \) and that \( h \perp L_{nm} \), and let \( L \) be the line in \( H \) spanned by \( h \). Then \( P_L x = \|h\|_H^{-2} \mathcal{I}(h)(x)h \), and so, because \( L \perp L_{nm} \),

\[
\frac{1}{2} \geq E^W[\mathcal{I}(h)^2]^\frac{1}{2} \frac{\|h\|_B}{\|h\|_H^2} \Rightarrow \frac{\|h\|_B}{\|h\|_H} = \frac{\|h\|_B}{\|h\|_H}.
\]
Hence, we now know that $h \perp L_{m} \Rightarrow \|h\|_{B} \leq 2^{-m}\|h\|_{H}$. In particular, $\|Q_{m+1}h\|_{B} \leq 2^{-m}\|Q_{m+1}h\|_{H} \leq 2^{-m}\|h\|_{H}$ for all $m \geq 0$ and $h \in H$, and so

$$\|h\|_{B_{0}} = \|Q_{0}h\|_{B} + \sum_{m=1}^{\infty} m^{2}\|Q_{m}h\|_{B} \leq \left(1 + 2 \sum_{m=1}^{\infty} \frac{m^{2}}{2m} \right)\|h\|_{H} = 25\|h\|_{H}.$$ 

To complete the proof, we must show that $H$ is dense in $B_{0}$ and that, for each $\xi \in B_{0}$, $\hat{\mathcal{W}}(\xi) = e^{-\frac{1}{2}\|h_{\xi}\|_{H}^{2}}$, where $h_{\xi} \in H$ is determined by $\langle h, h_{\xi} \rangle_{H} = \langle h, \xi \rangle$ for $h \in H$. Both these facts rely on the observation that

$$\|x - S_{m}x\|_{B_{0}} = \sum_{n>m} n^{2}\|Q_{n}x\|_{B} \rightarrow 0 \quad \text{for all } x \in B_{0}.$$ 

Knowing this, the density of $H$ in $B_{0}$ is obvious. Finally, if $\xi \in B_{0}'$, then, by the preceding and Lemma 3.2.13,

$$\langle x, \xi \rangle = \lim_{m \rightarrow \infty} \langle S_{m}x, \xi \rangle = \lim_{m \rightarrow \infty} \sum_{n=0}^{m} \langle x, \xi_{n} \rangle \langle h_{n}, \xi \rangle$$

$$= \lim_{m \rightarrow \infty} \sum_{n=0}^{m} \langle h_{\xi}, h_{n} \rangle_{H} \left[\mathcal{I}(h_{n})\right](x) = \left[\mathcal{I}(h_{\xi})\right](x)$$

for $\mathcal{W}$-almost every $x \in B_{0}$. Hence $\langle \cdot, \xi \rangle$ under $\mathcal{W}$ is a centered Gaussian with variance $\|h_{\xi}\|_{H}^{2}$. 

Using the ideas in the preceding proof, one can show that, given a separable Hilbert space $H$, $H$ itself equals the intersection of all the Banach spaces in which $H$ is the Cameron–Martin subspace.

3.2.6. Orthogonal Invariance. Consider the standard Gauss distribution $\gamma_{0,I}$ on $\mathbb{R}^{N}$. Obviously, $\gamma_{0,I}$ is orthogonal invariant. That is, if $\mathcal{O}$ is an orthogonal transformation of $\mathbb{R}^{N}$, then $\gamma_{0,I}$ is invariant under the transformation $T_{\mathcal{O}} : \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ given by $T_{\mathcal{O}}x = \mathcal{O}x$. On the other hand, none of these transformations can be ergodic, since any radial function on $\mathbb{R}^{N}$ be ergodic, since any radial function on $\mathbb{R}^{N}$ is invariant under $T_{\mathcal{O}}$ for every $\mathcal{O}$.

Now think about the analogous situation when $\mathbb{R}^{N}$ is replaced by an infinite dimensional Hilbert space $H$ and $(H, B, \mathcal{W})$ is an associated abstract Wiener space. As we are about to show, $\mathcal{W}$ is invariant under orthogonal transformations on $H$. On the other hand, because $\|x\|_{H} = \infty$ for $\mathcal{W}$-almost every $x \in B$, there are no non-trivial radial functions now, a fact that leaves open the possibility that some orthogonal transformation of $H$ give rise to ergodic transformations for $\mathcal{W}$. The purpose of this subsection is to investigate these matters, and I begin with the following formulation of the orthogonal invariance of $\mathcal{W}$.

**Theorem 3.2.17.** Let $(H, B, \mathcal{W})$ be an abstract Wiener space and $\mathcal{O}$ an orthogonal transformation on $H$. Then there is a $\mathcal{W}$-almost surely unique, Borel measurable map $T_{\mathcal{O}} : B \rightarrow B$ such that $\mathcal{I}(h) \circ T_{\mathcal{O}} = \mathcal{I}(\mathcal{O}^{T}h)$ $\mathcal{W}$-almost surely for each $h \in H$. Moreover, $\mathcal{W} = (T_{\mathcal{O}})_{*}\mathcal{W}$.

**Proof.** To prove uniqueness, note that if $T$ and $T'$ both satisfy the defining property for $T_{\mathcal{O}}$, then, for each $\xi \in B^{*}$,

$$\langle Tx, \xi \rangle = \mathcal{I}(h_{\xi})(Tx) = \mathcal{I}(\mathcal{O}^{T}h_{\xi}) = \mathcal{I}(h_{\xi})(T'x) = \langle T'x, \xi \rangle$$

for $\mathcal{W}$-almost every $x \in B$. Hence, since $B^{*}$ is separable in the weak* topology, $Tx = T'x$ for $\mathcal{W}$-almost every $x \in B$.

To prove existence, choose an orthonormal basis $\{h_{m} : m \geq 0\}$ for $H$, and let $C$ be the set of $x \in B$ for which both $\sum_{m=0}^{\infty} |\mathcal{I}(h_{m})|(x)h_{m}$ and $\sum_{m=0}^{\infty} |\mathcal{I}(h_{m})|(x)\mathcal{O}h_{m}$ converge in $B$. By Theorem 3.2.9 we know that $\mathcal{W}(C) = 1$ and that

$$x \mapsto T_{\mathcal{O}}x \equiv \begin{cases} \sum_{m=0}^{\infty} |\mathcal{I}(h_{m})|(x)\mathcal{O}h_{m} & \text{if } x \in C \\ 0 & \text{if } x \notin C \end{cases}$$
has distribution $\mathcal{W}$. Hence, all that remains is to check that $\mathcal{I}(h) \circ T_\mathcal{O} = \mathcal{I}(O^T h)$ $\mathcal{W}$-almost surely for each $h \in H$. To this end, let $\xi \in B^*$, and observe that

$$\mathcal{I}(h_\xi)(T_\mathcal{O} x) = \langle T_\mathcal{O} x, \xi \rangle = \sum_{m=0}^{\infty} \langle h_\xi, O h_m \rangle_H \mathcal{I}(h_m)(x)$$

$$= \sum_{m=0}^{\infty} \langle O^T h_\xi, h_m \rangle_H \mathcal{I}(h_m)(x)$$

for $\mathcal{W}$-almost every $x \in B$. Thus, since, by Lemma 3.2.13, the last of these series convergences $\mathcal{W}$-almost surely to $\mathcal{I}(O^T h_\xi)$, we have that $\mathcal{I}(h_\xi) \circ T_\mathcal{O} = \mathcal{I}(O^T h_\xi)$ $\mathcal{W}$-almost surely. To handle general $h \in H$, simply note that both $h \in H \mapsto \mathcal{I}(h) \circ T_\mathcal{O} \in L^2(\mathcal{W}; \mathbb{R})$ and $h \in H \mapsto \mathcal{I}(O^T h) \in L^2(\mathcal{W}; \mathbb{R})$ are isometric, and remember that $\{h_\xi : \xi \in B^*\}$ is dense in $H$.

I discuss next the possibility of $T_\mathcal{O}$ being ergodic for some orthogonal transformations $\mathcal{O}$. First notice that $T_\mathcal{O}$ cannot be ergodic if $\mathcal{O}$ has a non-trivial, finite dimensional invariant subspace $L$, since if $\{h_1, \ldots, h_n\}$ were an orthonormal basis for $L$, then $\sum_{m=1}^{n} \mathcal{I}(h_m)^2$ would be a non-constant, $T_\mathcal{O}$-invariant function. Thus, the only candidates for ergodicity are $\mathcal{O}$’s that have no non-trivial, finite dimensional, invariant subspaces. In a more general and highly abstract context, Segal showed that the existence of a non-trivial, finite dimensional subspace for $\mathcal{O}$ is the only obstruction to $T_\mathcal{O}$ being ergodic. Here I will show less.

**Theorem 3.2.18.** Let $(H, B, \mathcal{W})$ be an abstract Wiener space. If $\mathcal{O}$ is an orthogonal transformation on $H$ with the property that, for every $g, h \in H$, $\lim_{n \to \infty} (O^n g, h)_H = 0$, then $T_\mathcal{O}$ is ergodic.

**Proof.** What we have to show is that any $T_\mathcal{O}$-invariant element $\Phi \in L^2(\mathcal{W}; \mathbb{R})$ is $\mathcal{W}$-almost surely constant, and for this purpose it suffices to check that

$$\lim_{n \to \infty} \mathbb{E}^\mathcal{W}[\Phi \circ T_\mathcal{O}^n \Phi] = 0$$

for all $\Phi \in L^2(\mathcal{W}; \mathbb{R})$ with mean value 0. In fact, if $\{h_m : m \geq 1\}$ is an orthonormal basis for $H$, then it suffices to check (*) when

$$\Phi(x) = F\left(\mathcal{I}(h_1)(x), \ldots, \mathcal{I}(h_N)(x)\right)$$

for some $N \in \mathbb{Z}^+$ and bounded, Borel measurable $F : \mathbb{R}^N \to \mathbb{R}$. The reason why it is sufficient to check it for such $F$’s is that, because $T_\mathcal{O}$ is $\mathcal{W}$-measure preserving, the set of $F$’s for which (*) holds is closed in $L^2(\mathcal{W}; \mathbb{R})$. Hence, if we start with any $\Phi \in L^2(\mathcal{W}; \mathbb{R})$ with mean value 0, we can first approximate it in $L^2(\mathcal{W}; \mathbb{R})$ by bounded functions with mean value 0 and then condition these bounded approximates with respect to $\sigma(\{\mathcal{I}(h_1), \ldots, \mathcal{I}(h_N)\})$ to give them the required form.

Now suppose that $\Phi = F(\mathcal{I}(h_1), \ldots, \mathcal{I}(h_N))$ for some $N$ and bounded, measurable $F$. Then

$$\mathbb{E}^\mathcal{W}[\Phi \circ T_\mathcal{O}^n \Phi] = \int \int F(\xi, \eta) \gamma_0, A_n(d\xi \times d\eta),$$

where

$$A_n = \begin{pmatrix} I & B_n \\ B_n^T & I \end{pmatrix} \quad \text{with} \quad B_n = \left( \left( h_k, O^n h_\ell \right)_H \right)_{1 \leq k, \ell \leq N}$$

and the block structure corresponds to $\mathbb{R}^N \times \mathbb{R}^N$. Finally, by our hypothesis about $\mathcal{O}$, we can find a subsequence $\{h_m : m \geq 0\}$ such that $\lim_{m \to \infty} B_{nm} = 0$, from which it is clear that $\gamma_{0, C_n m}$ tends to
Next, for $\gamma_0, I \times \gamma_0, I$ in variation and therefore
\[
\lim_{m \to \infty} \mathbb{E}^W[\Phi \circ T^n_\alpha] = \mathbb{E}^W[\Phi] = 0.
\]

Perhaps the best tests for whether an orthogonal transformation satisfies the hypothesis in Theorem 3.2.18 come from spectral theory. To be more precise, if $H_c$ and $O_c$ are the space and operator obtained by complexifying $H$ and $O$, the Spectral Theorem for normal operators allows one to write
\[
O_c = \int_0^{2\pi} e^{i\alpha} dE_\alpha,
\]
where $\{E_\alpha : \alpha \in [0, 2\pi]\}$ is a resolution of the identity in $H_c$ by orthogonal projection operators. The spectrum of $O_c$ is said to be absolutely continuous if, for each $h \in H_c$, the non-decreasing function $\alpha \mapsto (E_\alpha h, h)_{H_c}$ is absolutely continuous, which, by polarization, means that $\alpha \mapsto (E_\alpha h, h')_{H_c}$ is absolutely continuous for all $h, h' \in H_c$. The reason for introducing this concept here is that, by combining the Riemann–Lebesgue Lemma with Theorem 3.2.18, one can prove that $T_O$ is ergodic if the spectrum of $O_c$ is absolutely continuous. Indeed, given $h, h' \in H$, let $f$ be the Radon–Nikodym derivative of $\alpha \mapsto (E_\alpha h, h')_{H_c}$, and apply the Riemann–Lebesgue Lemma to see that
\[
(O^n h, h')_H = \int_0^{2\pi} e^{in\alpha} f(\alpha) d\alpha \to 0 \quad \text{as } n \to \infty.
\]
This conclusion is substantially weaker than one proved by Segal. He proved that $T_O$ will be ergodic if and only if $O$ has no non-trivial eigenfunctions.

**Exercise 3.2.1.**

(i) Let $(H_1^0(\mathbb{R}; \mathbb{R}), \Omega_0, W_0)$ be the abstract Wiener space for Brownian motion, and let $0 = s_0 < s_1 < \cdots < s_n$ be given. Set $L = \text{span}\{h_m : 0 \leq m \leq n\}$ where $h_m(t) = (t \wedge s_m)^+$ for $0 \leq m \leq n$, and show that
\[
P_L \omega(t) = \sum_{m=1}^n \frac{(\omega(s_m) - \omega(s_{m-1}))(h_m(t) - h_{m-1}(t))}{s_m - s_{m-1}}.
\]
Next, for $y \in \mathbb{R}^n$, define
\[
\psi(t, y) = \sum_{m=1}^n \frac{(y_m - y_{m-1})(h_m(t) - h_{m-1}(t))}{s_m - s_{m-1}}
\]
where $y_0 = 0$. Show that if $F : \Omega_0 \to [0, \infty)$ is $\mathcal{B}_{\mathbb{R}^n}$-measurable, then, for all $\Gamma \in \mathcal{B}_{\mathbb{R}^n}$,
\[
\mathbb{E}^{W_0}[F, (\omega(s_1), \ldots, \omega(s_n)) \in \Gamma] = \int_{\Gamma} \mathbb{E}^{W_0}[F(P_L \omega + \psi(\cdot, y))] \gamma_0, A(dy),
\]
where $A = \{(s_k \wedge s_\ell)^{1 \leq k, \ell \leq n}\}$, and conclude that the distribution of $P_L \omega$ is that of Brownian motion conditioned to return to 0 at times $s_1 < \cdots < s_n$.

(ii) Let $(\Omega, H^1(\mathbb{R}; \mathbb{R}), \mathcal{H})$ be the abstract Wiener space in Theorem 3.2.8. Given $s_1 < s_2$, set $L = \text{span}\{(h_1, h_2)\}$ where $h_k(t) = \frac{1}{2} e^{-|t-s_k|}$, and show that
\[
P_L \omega(t) = 2\omega(s_1)h_1(t) + \frac{2(\omega(s_2) - 2h_1(s_2)\omega(s_1))(h_2(t) - 2h_1(s_2)h_1(t))}{1 - 4h_1(s_2)^2}.
\]
Conclude that the distribution of $\omega - P_L \omega$ is that of the Ornstein–Uhlenbeck process conditioned to be at 0 at times $s_1$ and $s_2$. 

\[\square\]
(iii) Show that if \( O : H^0_0(\mathbb{R}; \mathbb{R}) \to H^1_0(\mathbb{R}; \mathbb{R}) \) is an orthogonal transformation and \( \lim_{n \to \infty} (O^n g, h)_{H^1_0(\mathbb{R}; \mathbb{R})} = 0 \) for all \( g, h \in H^0_0(\mathbb{R}; \mathbb{R}) \cap C^\infty_0(\mathbb{R}; \mathbb{R}) \), then \( \lim_{n \to \infty} (O^n g, h)_{H^0_0(\mathbb{R}; \mathbb{R})} = 0 \) for all \( g, h \in H^1_0(\mathbb{R}; \mathbb{R}) \).

(iv) Given \( \alpha \in (0, \infty) \), define \( O_\alpha : H^0_0(\mathbb{R}; \mathbb{R}) \to H^1_0(\mathbb{R}; \mathbb{R}) \) by \( O_\alpha h(t) = \alpha^{-\frac{1}{2}} h(\alpha t) \), and check that \( O_\alpha \) is an orthogonal transformation and that it extends to \( \Omega_0 \) as the scaling map in (ii) of Theorem 2.5.7. Next, use (iii) and Theorem 3.2.18 to show that \( O_\alpha \) is ergodic under \( W \) if \( \alpha \neq 1 \).

### 3.3. Large Deviations for Abstract Wiener Spaces

The goal of this subsection is to derive the following result.

**Theorem 3.3.1.** Let \( (H, B, W) \) be an abstract Wiener space, and, for \( \epsilon > 0 \), denote by \( W_\epsilon \) the \( W \)-distribution of \( x \to \epsilon^2 x \). Then, for each \( \Gamma \in B_B \),

\[
- \inf_{h \in \Gamma} \frac{\|h\|^2_H}{2} \leq \lim_{\epsilon \downarrow 0} \epsilon \log W_\epsilon(\Gamma) \leq - \inf_{h \in \Gamma} \frac{\|h\|^2_H}{2}.
\]

(3.3.1)

The original version of Theorem 3.3.1 was proved by M. Schiöler for the classical Wiener measure using a method that does not extend easily to the general case. The statement that I have given is due to Donsker and Varadhan, and my proof derives from an approach that was introduced into this context by Varadhan.

The lower bound is an easy application of the Cameron–Martin formula. Indeed, all that one has to do is show that if \( h \in H \) and \( r > 0 \), then

\[
\lim_{\epsilon \downarrow 0} \epsilon \log W_\epsilon(B_B(h, r)) \geq -\frac{\|h\|^2_H}{2}.
\]

(\( * \))

To this end, note that, for any \( \xi \in B^* \) and \( \delta > 0 \),

\[
W_\epsilon(B_B(h_\xi, \delta)) = W(B_B(\epsilon^{-\frac{1}{2}} h_\xi, \epsilon^{-\frac{1}{2}} \delta))
\]

\[
= \mathbb{E}^W \left[ e^{-\frac{1}{2} (\xi, \epsilon^{-\frac{1}{2}} h_\xi)} B_B(0, \epsilon^{-\frac{1}{2}} \delta) \right] 
\]

\[
\geq e^{-\delta \epsilon^{-1} \|\xi\|_{B^*} - \frac{1}{2} \|h_\xi\|^2_H} W(B_B(0, \epsilon^{-\frac{1}{2}} \delta)),
\]

which means that

\[
B_B(h_\xi, \delta) \subseteq B_B(h, r) \implies \lim_{\epsilon \downarrow 0} \epsilon \log W_\epsilon(B_B(h, r)) \geq -\delta \|\xi\|_{B^*} - \frac{\|h_\xi\|^2_H}{2},
\]

and therefore, after letting \( \delta \downarrow 0 \) and remembering that \( \{h_\xi : x \in B^*\} \) is dense in \( H \), that (\( * \)) holds.

The proof of the upper bound in (3.3.1) is a little more involved. The first step is to show that it suffices to treat the case when \( \Gamma \) is relatively compact. To this end, refer to Corollary 3.2.16 and set \( C_R \) equal to the closure in \( B \) of \( B_{B_0}(0, R) \). By Fernique’s Theorem applied to \( W \) on \( B_0 \), we know that \( \mathbb{E}^W [e^{\alpha \|x\|^2_{B_0}}] \leq K \) for some \( \alpha > 0 \) and \( K < \infty \). Hence

\[
W_\epsilon(B \setminus C_R) = W(B \setminus C_{\epsilon^{-\frac{1}{2}} R}) \leq K e^{-\alpha \frac{2R^2}{2}},
\]

and so, for any \( \Gamma \in B_B \) and \( R > 0 \),

\[
W_\epsilon(\Gamma) \leq 2W_\epsilon(\Gamma \cap C_R) + (K e^{-\alpha \frac{2R^2}{2}}).
\]
Thus, if we can prove the upper bound for relatively compact \( \Gamma \)'s, then, because \( \Gamma \cap C_R \) is relatively compact, we will know that, for all \( R > 0 \),
\[
\lim_{\epsilon \searrow 0} \epsilon \log \mathcal{W}_\epsilon (\Gamma) \leq - \left( \inf_{h \in \mathcal{F}} \tfrac{\|h\|^2_H}{2} \right) \wedge (\alpha R^2),
\]
from which the general result is immediate.

To prove the upper bound when \( \Gamma \) is relatively compact, we will show that, for any \( y \in B \),
\[
\lim_{r \searrow 0} \lim_{\epsilon \searrow 0} \epsilon \log \mathcal{W}_\epsilon (B_B(y, r)) \leq \begin{cases} -\frac{\|y\|^2_H}{2} & \text{if } y \in H \\ -\infty & \text{if } y \notin H \end{cases}
\quad (**)
\]
To see that (**) is enough, assume that it is true, and let \( \Gamma \in B_B \setminus \{0\} \) be relatively compact. Given \( \beta \in (0, 1) \), for each \( y \in \Gamma \) choose \( r(y) > 0 \) and \( \epsilon(y) > 0 \) so that
\[
\mathcal{W}_\epsilon (B_B(y, r(y))) \leq \begin{cases} e^{-\frac{1-\beta}{2\epsilon} \frac{\|y\|^2_H}{2}} & \text{if } y \in H \\ e^{-\frac{1-\beta}{2\epsilon} \frac{\|y\|^2_H}{2}} & \text{if } y \notin H \end{cases}
\]
for all \( 0 < \epsilon \leq \epsilon(y) \). Because \( \Gamma \) is relatively compact, we can find \( N \in \mathbb{Z}^+ \) and \( \{y_1, \ldots, y_N\} \subseteq \Gamma \) such that \( \Gamma \subseteq \bigcup_{i=1}^N B_B(y_n, r_n) \), where \( r_n = r(y_n) \). Thus, for sufficiently small \( \epsilon > 0 \),
\[
\mathcal{W}_\epsilon (\Gamma) \leq N \exp \left( - \left( \frac{1-\beta}{2\epsilon} \inf_{h \in \Gamma} \frac{\|h\|^2_H}{2} \right) \right),
\]
and so
\[
\lim_{\epsilon \searrow 0} \epsilon \log \mathcal{W}_\epsilon (\Gamma) \leq - \left( \frac{1-\beta}{2} \inf_{h \in \Gamma} \frac{\|h\|^2_H}{2} \right) \wedge \frac{1}{\beta}.
\]
Now let \( \beta \searrow 0 \).

Finally, to prove (**) observe that
\[
\mathcal{W}_\epsilon (B_B(y, r)) = \mathcal{W} \left( B_B \left( \frac{y}{\sqrt{\epsilon}}, \frac{r}{\sqrt{\epsilon}} \right) \right) = \mathbb{E}^\mathcal{W} \left[ e^{-\frac{1}{2} (x, \xi)} e^{-\frac{1}{2} (x, \xi)} , B_B \left( \frac{y}{\sqrt{\epsilon}}, \frac{r}{\sqrt{\epsilon}} \right) \right]
\leq e^{-\frac{1}{2} ((y, \xi) - r\|\xi\|_{B^*})} \mathbb{E}^\mathcal{W} \left[ e^{-\frac{1}{2} (x, \xi)} \right] = e^{-\frac{1}{2} (y, \xi) + \frac{1}{2} \xi^2_H - r\|\xi\|_{B^*}} ,
\]
for all \( \xi \in B^* \). Hence,
\[
\lim_{r \searrow 0} \lim_{\epsilon \searrow 0} \epsilon \log \mathcal{W}_\epsilon (B_B(y, r)) \leq - \sup_{\xi \in B^*} \left( (y, \xi) - \frac{1}{2} \|\xi\|_{H}^2 \right).
\]
Note that the preceding supremum is the same as half the supremum of \( (y, \xi) \) over \( \xi \) with \( \|\xi\|_{H} = 1 \), which, by Lemma 3.2.1, is equal to \( \frac{\|y\|_H^2}{2} \) if \( y \in H \) and to \( -\infty \) if \( y \notin H \).

3.3.1. Strassen’s Law of the Iterated Logarithm. Here we will derive a beautiful result proved originally by V. Strassen for Brownian motion. It is another example that shows how, in spite of its invisibility, the Cameron–Martin subspace can be made to make its presence felt.

In the following I will use the notation \( \Lambda_n = \sqrt{2n \log(\log 3)} \) and \( \bar{S}_n = \frac{S_n}{\Lambda_n} \), where \( S_n = \sum_1^n X_m \).

**Theorem** 3.3.2. Suppose that \( \mathcal{W} \) is a non-degenerate, centered, Gaussian measure on the separable Banach space \( B \), and let \( H \) be its Cameron–Martin space. If \( \{X_n : n \geq 1\} \) is a sequence of mutually independent, \( B \)-valued, \( \mathcal{W} \)-distributed random variables on some probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), then, \( \mathbb{P} \)-almost surely, the sequence \( \{S_n : n \geq 1\} \) is relatively compact in \( B \) and the closed unit ball \( \overline{B_H}(0, 1) \) in \( H \) coincides with its set of limit points. Equivalently, \( \mathbb{P} \)-almost surely, \( \lim_{n \to \infty} \|\bar{S}_n - \overline{B_H}(0, 1)\|_B = 0 \) and, for each \( h \in \overline{B_H}(0, 1) \), \( \lim_{n \to \infty} \|\bar{S}_n - h\|_B = 0 \).
Because, by Theorem 3.2.3, \( B_H(0,1) \) is compact in \( B \), the equivalence of the two formulations is obvious, and so I will concentrate on the second formulation.

The first step is to show that \( \lim_{n \to \infty} \|S_n - B_H(0,1)\|_B = 0 \) \( \mathbb{P} \)-almost surely, and the fact that underlies the proof is the estimate that, for each open subset \( G \) of \( B \) and \( \alpha < \inf\{\|h\|_H : h \notin G\} \), there is an \( M \in (0, \infty) \) with the property that

\[
\mathbb{P} \left( \frac{S_n}{\Lambda} \notin G \right) \leq \exp \left[ -\frac{\alpha^2 A^2}{2n} \right] \quad \text{for all } n \in \mathbb{Z}^+ \text{ and } \Lambda \geq M \sqrt{n}. \tag{\star}
\]

To check (\star), first note that the distribution of \( S_n \) under \( \mathbb{P} \) is the same as that of \( x \sim n^{\frac{1}{2}} x \) under \( \mathcal{W}_{\mathbb{R}^2}(G) \). Hence, (\star) is really just an application of the upper bound in (3.3.1).

Given \( \beta \in (1,2) \), note that

\[
\lim_{n \to \infty} \|S_n - B_H(0,1)\|_B \leq \lim_{m \to \infty} \max_{\beta^{-m-1} \leq n \leq \beta^m} \|S_n - B_H(0,1)\|_B \\
\leq \lim_{m \to \infty} \max_{\beta^{-m-1} \leq n \leq \beta^m} \frac{\|S_n - B_H(0,1)\|_B}{\Lambda_n} \\
\leq \lim_{m \to \infty} \max_{1 \leq n \leq \beta^m} \left\| \frac{S_n}{\Lambda_{\beta^{-m-1}}} - B_H(0,1) \right\|_B.
\]

Before proceeding, we need the estimate in following lemma.

**Lemma 3.3.3.** Let \( \{Y_m : m \geq 1\} \) be mutually independent, \( B \)-valued random variables, and set \( S_n = \sum_{m=1}^{n} Y_m \) for \( n \geq 1 \). Then, for any closed \( F \subseteq B \) and \( \delta > 0 \),

\[
\mathbb{P} \left( \max_{1 \leq m \leq n} \|S_m - F\|_B \geq 2\delta \right) \leq \frac{\mathbb{P}(\|S_n - F\|_B \geq \delta)}{1 - \max_{1 \leq m \leq n} \mathbb{P}(\|S_n - S_m\|_B \geq \delta)}.
\]

**Proof.** Set

\( A_m = \{\|S_m - F\|_B \geq 2\delta \} \) and \( \|S_k - F\|_B < 2\delta \) for \( 1 \leq k < m \),

and observe that

\[
\mathbb{P} \left( \max_{1 \leq m \leq n} \|S_m - F\|_B \geq 2\delta \right) \leq \min_{1 \leq m \leq n} \mathbb{P}(\|S_n - S_m\|_B < \delta)
\]

\[
\leq \sum_{m=1}^{n} \mathbb{P}(A_m \cap \{\|S_n - S_m\|_B < \delta\}) \leq \sum_{m=1}^{n} \mathbb{P}(A_m \cap \{\|S_n - F\|_B \geq \delta\}),
\]

which, because the \( A_m \)'s are disjoint, is dominated by \( \mathbb{P}(\|S_n - F\|_B \geq \delta) \).

 Applying the preceding to the situation at hand, we see that

\[
\mathbb{P} \left( \max_{1 \leq n \leq \beta^m} \left\| \frac{S_n}{\Lambda_{\beta^{-m-1}}} - B_H(0,1) \right\|_B \geq 2\delta \right) \\
\leq \mathbb{P} \left( \left\| \frac{S_{\beta^m}}{\Lambda_{\beta^{-m-1}}} - B_H(0,1) \right\|_B \geq \delta \right) \\
\leq \frac{1}{1 - \max_{1 \leq m \leq \beta^m} \mathbb{P}(\|S_n\|_B \geq \delta \Lambda_{\beta^{-m-1}})}.
\]

After combining this with the estimate in (\star), it is an easy matter to show that, for each \( \delta > 0 \), there is a \( \beta \in (1,2) \) such that

\[
\sum_{m=1}^{\infty} \mathbb{P} \left( \max_{\beta^{-m-1} \leq n \leq \beta^m} \left\| \frac{S_n}{\Lambda_{\beta^{-m-1}}} - B_H(0,1) \right\|_B \geq 2\delta \right) < \infty.
\]
3.4. One Dimensional Euclidean Free Fields

In this section we will be studying Hilbert spaces for which the only Banach spaces that can be used to construct an associated abstract Wiener space consist of generalized functions (i.e., distributions).
3.4.1. Some Background. Recall the normalized Hermite functions \( \{ \hat{h}_n : n \geq 0 \} \) introduced in §2.3.3. They form an orthonormal basis not only in \( L^2(\lambda_R; \mathbb{R}) \), they also form a basis in L. Schwartz’s test function space \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \) of smooth functions \( \varphi \) all of whose derivatives are rapidly decreasing in the sense that
\[
\lim_{|x| \to \infty} |x|^k |\partial^l \varphi(x)| = 0 \quad \text{for all } k, l \in \mathbb{N}.
\]

To be precise, using the results in §2.3.3, especially (2.3.20) and (2.3.22), one can show that \( \varphi \in \mathcal{S}(\mathbb{R}; \mathbb{R}) \) if and only if
\[
\| \varphi \|_{\mathcal{S}^{(m)}(\mathbb{R}; \mathbb{R})} = \left( \sum_{n=0}^{\infty} (n + \frac{1}{2})^m (\varphi, \hat{h}_n)^2_{L^2(\lambda_R; \mathbb{R})} \right)^{\frac{1}{2}} < \infty \quad \text{for all } m \in \mathbb{N},
\]
and that \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \) becomes a complete, separable metric space when one uses the metric
\[
\rho(\varphi, \psi) = \sum_{m=0}^{\infty} 2^{-m} \frac{\| \varphi - \psi \|_{\mathcal{S}^{(m)}(\mathbb{R}; \mathbb{R})}}{1 + \| \varphi - \psi \|_{\mathcal{S}^{(m)}(\mathbb{R}; \mathbb{R})}}.
\]

As a consequence, the dual space \( \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) of tempered distributions can be described as the set of linear functionals \( u \) on \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \) for which the sequence \( \{ (\hat{h}_n, u) : n \geq 0 \} \) has at most polynomial growth, and the action of \( u \in \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) on \( \varphi \in \mathcal{S}(\mathbb{R}; \mathbb{R}) \) is given by
\[
\langle \varphi, u \rangle = \sum_{n=0}^{\infty} (\varphi, \hat{h}_n)_{L^2(\lambda_R; \mathbb{R})} (\hat{h}_n, u).
\]

The preceding leads to a natural decomposition of \( \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) into subspaces corresponding to their elements relationship to \( L^2(\lambda_R; \mathbb{R}) \). Namely, set \( \lambda_n = n + \frac{1}{2} \), and, for \( m \geq 0 \), define \( \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R}) \) to be the space of \( u \in \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) for which
\[
\| u \|_{\mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R})} = \left( \sum_{n=0}^{\infty} \lambda_n^{-m} (\hat{h}_n, u)^2 \right)^{\frac{1}{2}} < \infty.
\]

Clearly \( \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R}) \) is a separable Hilbert space with inner product
\[
(\varphi, \psi)_{\mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R})} = \sum_{n=0}^{\infty} \lambda_n^{-m} (\hat{h}_n, \varphi) (\hat{h}_n, \psi)
\]
and, if \( \lambda_n^{-m} \hat{h}_n = \lambda_n^{-m} \hat{h}_n \), then \( \{ \lambda_n^{-m} \hat{h}_n : n \geq 0 \} \) is an orthonormal bases for it. Alternatively, let \( H \) be the Hermite operator in (2.3.21), and define the operators \((H)_{\mathbb{T}}^\frac{m}{2} \) for \( m \in \mathbb{Z} \) by
\[
(H)_{\mathbb{T}}^\frac{m}{2} \varphi = \sum_{n=0}^{\infty} \lambda_n^\frac{m}{2} (\varphi, \hat{h}_n)_{L^2(\lambda_R; \mathbb{R})} \hat{h}_n \quad \text{for } \varphi \in \mathcal{S}(\mathbb{R}; \mathbb{R}).
\]

These operators are self-adjoint and therefore extend to \( \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) by defining \((H)_{\mathbb{T}}^\frac{m}{2} u \) so that
\[
\langle \varphi, (H)_{\mathbb{T}}^\frac{m}{2} u \rangle = \langle (H)_{\mathbb{T}}^\frac{m}{2} \varphi, u \rangle.
\]

By (2.3.21), we know that \((H)_{\mathbb{T}}^\frac{m}{2} \hat{h}_n = \lambda_n^\frac{m}{2} \hat{h}_n \), and so it should now be clear that \( u \in \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R}) \iff (H)_{\mathbb{T}}^\frac{m}{2} u \in L^2(\lambda_R; \mathbb{R}) \) and that \((H)_{\mathbb{T}}^\frac{m}{2} \) maps \( L^2(\lambda_R; \mathbb{R}) \) isometrically onto \( \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R}) \). Finally, if \( Q_t \) is the operator in (2.3.24), then, as we saw there, for each \( t > 0 \), \( Q_t \) maps \( \mathcal{S}^*(\mathbb{R}; \mathbb{R}) \) into \( \mathcal{S}(\mathbb{R}; \mathbb{R}) \).
3.4.2. An Abstract Wiener Space for $L^2(\lambda_R; \mathbb{R})$. The Hilbert space $L^2(\lambda_R; \mathbb{R})$ is an example of a Hilbert space that requires the preceding considerations. Proceeding as in the proof of Theorem 3.2.2, define $A : \mathscr{S}(-2)(\mathbb{R}; \mathbb{R}) \rightarrow \mathscr{S}(-2)(\mathbb{R}; \mathbb{R})$ by

$$ Au = \sum_{n=0}^{\infty} \lambda_n^{-1} \langle h_n^{(-2)}, u \rangle_{\mathscr{S}(-2)(\mathbb{R}; \mathbb{R})} \tilde{h}_n, $$

and observe that

$$ \sum_{n=0}^{\infty} \langle h_n^{(-2)}, Ah_n^{(-2)} \rangle_{\mathscr{S}(-2)(\mathbb{R}; \mathbb{R})} = \sum_{n=0}^{\infty} \lambda_n^{-2} < \infty. $$

Hence, by Theorem 3.1.7 there is a centered, Gaussian measure $\mathcal{W}_L \in M_1(\mathscr{S}(-2)(\mathbb{R}; \mathbb{R}))$ for which $(u, Au)_{\mathscr{S}(-2)(\mathbb{R}; \mathbb{R})}$ is the covariance function. Moreover, given $u \in \mathscr{S}(-2)(\mathbb{R}; \mathbb{R})$, set $f_u = Au$, note that $f_u \in L^2(\lambda_R; \mathbb{R})$, and check that, for $g \in L^2(\lambda_R; \mathbb{R})$,

$$ \langle g, u \rangle = \sum_{n=0}^{\infty} \langle (g, h_n^{(-2)})_{\mathscr{S}(-2)}(h_n^{(-2)}, u)_{\mathscr{S}(-2)} = \langle g, f_u \rangle_{L^2(\lambda_R; \mathbb{R})} $$

and that $\|f_u\|_{L^2(\lambda_R; \mathbb{R})} = (u, Au)_{\mathscr{S}(-2)}$. Therefore we have proved the following theorem.

**Theorem 3.4.1.** $(L^2(\lambda_R; \mathbb{R}), \mathscr{S}(-2)(\mathbb{R}; \mathbb{R}), \mathcal{W}_L)$ is an abstract Wiener space.

There is an interesting connection between this abstract Wiener space and Brownian motion. Namely, define

$$ B(t) = \begin{cases} \mathcal{I}(1_{[0,t]}) & \text{for } t \geq 0 \\ -\mathcal{I}(1_{[t,0]}) & \text{for } t < 0. \end{cases} $$

Then $\{B(t) : t \in \mathbb{R}\}$ is a centered Gaussian family under $\mathcal{W}_L$, and

$$ \mathbb{E}^{\mathcal{W}_L}[B(s)B(t)] = \begin{cases} |s| \wedge |t| & \text{if } st \geq 0 \\ 0 & \text{if } st < 0. \end{cases} $$

Hence there is a continuous version of $\{B(t) : t \geq 0\}$, and this version will be a Brownian motion.

If elements of $\mathscr{S}(-2)(\mathbb{R}; \mathbb{R})$ were bonafide functions and we pretended that $\mathcal{I}(f)(u) = (f, u)_{L^2(\lambda_R; \mathbb{R})}$, then the preceding would be saying that

$$ B(t, u) = \begin{cases} \int_{0}^{t} u(\tau) \, d\tau & \text{if } t \geq 0 \\ -\int_{t}^{0} u(\tau) \, d\tau & \text{if } t < 0. \end{cases} $$

That is, “$u(t) = B(t, u)$”. To make this mathematically kosher, we have to formulate it in the language of distribution theory. That is, given $v \in \mathscr{S}^*(\mathbb{R}; \mathbb{R})$, $\partial v$ is the element of $\mathscr{S}^*(\mathbb{R}; \mathbb{R})$ satisfying

$$ \langle \varphi, \partial v \rangle = -\langle \varphi', v \rangle \text{ for all } \varphi \in \mathscr{S}(\mathbb{R}; \mathbb{R}). $$

To see that $u = \partial B(\cdot, u)$ in this sense, set $u_s = Q_s u \in \mathscr{S}(\mathbb{R}; \mathbb{R})$ for $s > 0$. Then

$$ \langle \varphi', B(\cdot, u_s) \rangle = \int_{0}^{\infty} \varphi'(t) \left( \int_{0}^{t} u_s(\tau) \, d\tau \right) \, dt - \int_{-\infty}^{0} \varphi'(t) \left( \int_{t}^{0} u_s(\tau) \, d\tau \right) \, dt \\
= -\int_{\mathbb{R}} \varphi(\tau) u_s(\tau) \, d\tau = -\langle \varphi, u_s \rangle. $$
As \( s \searrow 0 \), \( \langle \varphi, u_s \rangle \rightarrow \langle \varphi, u \rangle \). At the same time, \[ B(t,u_s) = \begin{cases} \langle Q_s 1_{[0,t]}, u \rangle & \text{for } t \geq 0 \\ -\langle Q_s 1_{[t,0]}, u \rangle & \text{for } t < 0 \end{cases} \]
and \( Q_s 1_{[0,t]} \rightarrow 1_{[0,t]} \) and \( Q_s 1_{[t,0]} \rightarrow 1_{[t,0]} \) in \( L^2(\mathbb{R};\mathbb{R}) \). Thus

\[
\int \left| \varphi'(t)B(t,u_s) - \varphi'(t)B(t,u) \right|^2 W_L(du) \\
\leq \int |\varphi'(t)|^2 \left( \int |B(t,u_s) - B(t,u)|^2 W_L(du) \right) dt \\
= \int_0^\infty |\varphi'(t)|^2 \left\| Q_s 1_{[0,t]} - 1_{[0,t]} \right\|^2_{L^2(\mathbb{R};\mathbb{R})} dt \\
+ \int_{-\infty}^0 |\varphi'(t)|^2 \left\| Q_s 1_{[t,0]} - 1_{[t,0]} \right\|^2_{L^2(\mathbb{R};\mathbb{R})} dt \rightarrow 0
\]
as \( s \searrow 0 \). Therefore \( \langle \varphi', B(\cdot,u) \rangle = -\langle \varphi, u \rangle \) (a.s.,\( W_L \)) for each \( \varphi \in \mathcal{S}(\mathbb{R};\mathbb{R}) \), and, because \( \mathcal{S}(\mathbb{R};\mathbb{R}) \) is separable, this means that \( \partial B(\cdot,u) = u \) (a.s.,\( W_L \)). As a dividend of these considerations, we see that \( W_L \) is supported on a much smaller class of distributions than \( \mathcal{S}(\mathbb{R};\mathbb{R}) \). Indeed, we now know that \( W_L \) is supported on the space of tempered distributions that are the first derivative of functions that are Hölder continuous of every order less than \( \frac{1}{2} \) and grow at infinity slower than every power greater than \( \frac{1}{2} \).

In the engineering literature, the derivative of Brownian motion is known as \textit{white noise}. That is because, if one pretends the \( B(t) \) exists in a classical sense, then the process \( \{B(t) : t \in \mathbb{R}\} \) would be totally uncorrelated Gaussian process. In fact, its covariance function \( c(s,t) \) would be \( \infty \) when \( s = t \) and \( 0 \) when \( s \neq t \). Hence, for each \( t \in \mathbb{R} \), \( B(t) \) would be a centered Gaussian random variable with infinite variance which is independent of \( \{B(s) : s \neq t\} \). Admittedly, this picture is much more intuitively appealing than the more mathematically correct one given above, but loss of intuition is a price that mathematicians are accustomed to paying.

The Ornstein–Uhlenbeck process is another process that can be constructed starting from

\( (L^2(\mathbb{R};\mathbb{R}), \mathcal{S}^{(-2)}(\mathbb{R};\mathbb{R}), W_L) \).

In order to understand the procedure for doing so, remember (cf. Theorem \textbf{3.2.8}) that the Hilbert space appearing in the abstract Wiener space formulation of the Ornstein–Uhlenbeck process is the space \( H^1(\mathbb{R};\mathbb{R}) \) with inner product \( (g,h)_{H^1(\mathbb{R};\mathbb{R})} = (\hat{g},\hat{h})_{L^2(\mathbb{R};\mathbb{R})} + (g,h)_{L^2(\mathbb{R};\mathbb{R})} \). When \( h \in H^1(\mathbb{R};\mathbb{R}) \) has a square integrable second derivative, another expression for this inner product is \( (g,Lh)_{L^2(\mathbb{R};\mathbb{R})} \), where \( L \) is the \textit{Bessel operator} \( 1 - \partial_x^2 \). Thus, by analogy with the construction of \( \gamma_{0,A} \) from \( \gamma_{0,I} \) using the square root of \( A \), one should suspect that the abstract Wiener space for \( H^1(\mathbb{R};\mathbb{R}) \) is the image under \( L^{-\frac{1}{2}} \) of the one for \( L^2(\mathbb{R};\mathbb{R}) \), the reason for the negative power being that, because the Cameron–Martin subspace is \( H^1(\mathbb{R};\mathbb{R}) \) with norm \( \|L^{\frac{1}{2}} h\|_{L^2(\mathbb{R};\mathbb{R})} \), the covariance is \( (g,L^{-1} f)_{L^2(\mathbb{R};\mathbb{R})} \).

The easiest way to describe \( L^\alpha \) is via Fourier transform. Namely,

\[
\hat{L^\alpha \varphi}(\xi) = (1 + \xi^2)^\alpha \hat{\varphi}(\xi) \quad \text{for } \varphi \in \mathcal{S}(\mathbb{R};\mathbb{R}),
\]
and so we can take \( L^\alpha \) for any \( \alpha \in \mathbb{R} \) to be the operation given by

\[
\hat{L^\alpha \varphi}(\xi) = (1 + \xi^2)^\alpha \hat{\varphi}(\xi) \quad \text{for } \varphi \in \mathcal{S}(\mathbb{R};\mathbb{R}).
\]
Since these operators are self-adjoint, they can be extended to $\mathcal{S}^*(\mathbb{R}; \mathbb{R})$ by taking $\langle \varphi, L^s u \rangle = \langle L^s \varphi, u \rangle$, in which case it is easy to check that $L^{-\frac{1}{2}} : \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R}) \rightarrow \mathcal{S}^{(-m)}(\mathbb{R}; \mathbb{R})$ for any $m \in \mathbb{N}$. In fact, $L^{-\frac{1}{2}}$ is an isometric linear map from $L^2(\mathbb{R}; \mathbb{R})$ onto $H^1(\mathbb{R}; \mathbb{R})$.

We will now show that, apart from the Banach space on which it is defined, $(L^{-\frac{1}{2}})_* \mathcal{W}_L$ is the measure $\mathcal{U}$ in Theorem [3.2.8]. To this end, first observe that

$$
\int (u, L^{-\frac{1}{2}} v)_{\mathcal{S}^{(-2)}}^2 W_L(dv) = \int (L^{-\frac{1}{2}} u, v)_{\mathcal{S}^{(-2)}}^2 W_L(dv) = \|f_{L^{-\frac{1}{2}} u}\|_{L^2(\mathbb{R}; \mathbb{R})}^2.
$$

Next note that, for $g \in L^2(\mathbb{R}; \mathbb{R})$,

$$
(g, f_{L^{-\frac{1}{2}} u})_{L^2(\mathbb{R}; \mathbb{R})} = (g, L^{-\frac{1}{2}} u) = (L^{-\frac{1}{2}} g, f_u)_{L^2(\mathbb{R}; \mathbb{R})} = (g, L^{-\frac{1}{2}} f_u)_{L^2(\mathbb{R}; \mathbb{R})},
$$

and therefore $f_{L^{-\frac{1}{2}} u} = L^{-\frac{1}{2}} f_u$, which means that

$$
\int (u, L^{-\frac{1}{2}} u)_{\mathcal{S}^{(-2)}}^2 W_L(dv) = (f_u, L^{-1} f_u)_{L^2(\mathbb{R}; \mathbb{R})}.
$$

At the same time, for $g \in H^1(\mathbb{R}; \mathbb{R})$,

$$
(g, u)_{\mathcal{S}^{(-2)}} = (g, f_u)_{L^2(\mathbb{R}; \mathbb{R})} = (g, h_u)_{H^1(\mathbb{R}; \mathbb{R})},
$$

where $h_u = L^{-1} f_u \in H^1(\mathbb{R}; \mathbb{R})$.

Finally, $\|h_u\|_{H^1(\mathbb{R}; \mathbb{R})} = (f_u, L^{-1} f_u)_{L^2(\mathbb{R}; \mathbb{R})}$, and so we have proved that

$$
\int (u, L^{-\frac{1}{2}} v)_{\mathcal{S}^{(-2)}}^2 W_L(dv) = \|h_u\|_{H^1(\mathbb{R}; \mathbb{R})}^2.
$$

Thus, when $\mathcal{W}_F = (L^{-\frac{1}{2}})_* \mathcal{W}_L$, $(H^1(\mathbb{R}; \mathbb{R}), \mathcal{S}^{(-2)}(\mathbb{R}; \mathbb{R}), \mathcal{W}_F)$ is an abstract Wiener space, which is known as the one dimensional free field.

To make this abstract Wiener space for the Ornstein–Uhlenbeck process look more like the earlier one, observe that the Green’s function for $L$ is the function $k(t - \tau) = \frac{1}{2} e^{-|t-\tau|}$. That is, $L k = \delta_0$, and so $L^{-1} \varphi = k \ast \varphi$. Now set $k_t(\tau) = k(t - \tau)$, and define $X(t) = \mathcal{I}(k_t) \circ L^{-\frac{1}{2}}$. Then, for $s < t$,

$$
\mathbb{E}^{\mathcal{W}_L}[X(s)X(t)] = (k_s, k_t)_{H^1(\mathbb{R}; \mathbb{R})} = (\dot{k}_s, \dot{k}_t)_{L^2(\mathbb{R}; \mathbb{R})} + (k_s, k_t)_{L^2(\mathbb{R}; \mathbb{R})}.
$$

Because $\dot{k}_t(\tau) = \text{sgn}(\tau - t) k_t$ and

$$
(k_s, k_t)_{L^2(\mathbb{R}; \mathbb{R})} + (\dot{k}_s, k_t)_{L^2(\mathbb{R}; \mathbb{R})} = \int (k_t k_s)' d\lambda_R = 0,
$$

we have

$$
(\dot{k}_s, \dot{k}_t)_{L^2(\mathbb{R}; \mathbb{R})} + (k_s, k_t)_{L^2(\mathbb{R}; \mathbb{R})} = (\dot{k}_t + \dot{k}_s, k_s + k_t)_{L^2(\mathbb{R}; \mathbb{R})} = e^{s+t} \int_0^\infty e^{-2\tau} d\tau = \frac{1}{2} e^{-|t-s|}.
$$

Thus $\mathbb{E}^{\mathcal{W}_L}[X(s)X(t)] = \frac{1}{2} e^{-|t-s|}$. In other words, under $\mathcal{W}_F$, $\{X(t) : t \geq 0\}$ is a stationary, centered Gaussian process with covariance function $\frac{1}{2} e^{-|t-s|}$, the Green’s function for $L$.  


3.5. Euclidean Free Fields in Higher Dimensions

As we saw, one dimensional Euclidean free fields already require the introduction of distributions, albeit distributions of a mild order.

Although the order of the distributions required goes up with dimension, no new ideas are required. The first step is to introduce the Hermite functions for $\mathbb{R}^N$. Given $n = (n_1, \ldots, n_N) \in \mathbb{N}^N$, define

$$\tilde{h}_n(x) = \prod_{j=1}^N h_{n_j}(x_j) \text{ for } x \in \mathbb{R}^N.$$  

Then $\{\tilde{h}_n : n \in \mathbb{N}^N\}$ forms an orthonormal basis in $L^2(\mathbb{R}^N; \mathbb{R})$. In addition, for each $n$

$$H\tilde{h}_n = -\lambda_n \tilde{h}_n \text{ where } H = \frac{1}{2}(\Delta - |x|^2), \quad \lambda_n = \left(\|n\|_1 + \frac{N}{2}\right), \quad \text{and } \|n\|_1 = \sum_{j=1}^N n_j.$$  

The first of these is just the standard construction of bases on product spaces from bases on the factors, and the second is an easy consequence of (2.3.21). Further, these Hermite functions play the same role in Schwartz’s theory of tempered distributions on $\mathbb{R}^N$ as their antecedents do for his theory of tempered distributions on $\mathbb{R}$. That is, the test function space $\mathcal{S}(\mathbb{R}^N; \mathbb{R})$ consists of $\varphi \in L^2(\mathbb{R}^N; \mathbb{R})$ with the property that

$$\sum_{n \in \mathbb{N}^N} \lambda_n^m (\varphi, \tilde{h}_n)_{L^2(\mathbb{R}^N; \mathbb{R})}^2 < \infty \text{ for all } m \geq 0,$$

and the space $\mathcal{S}^*(\mathbb{R}^N; \mathbb{R})$ of tempered distributions is the set of linear functionals $u$ on $\mathcal{S}(\mathbb{R}^N; \mathbb{R})$ with the property that

$$\sum_{n \in \mathbb{N}^N} \lambda_n^{-m} (\tilde{h}_n, u)^2 < \infty \quad \text{for some } m \geq 0.$$  

Finally, for each $m \geq 0$, one takes $\mathcal{S}^{(-m)}(\mathbb{R}^N; \mathbb{R})$ to be the separable Hilbert space $u \in \mathcal{S}^*(\mathbb{R}^N; \mathbb{R})$ for which

$$\|u\|_{\mathcal{S}^{(-m)}(\mathbb{R}^N; \mathbb{R})} = \left(\sum_{n \in \mathbb{N}^N} \lambda_n^{-m} (\tilde{h}_n, u)^2\right)^{\frac{1}{2}} < \infty.$$  

Obviously, if $h_n^{(-m)} = \lambda_n^m \tilde{h}_n$, then $\{h_n^{(-m)} : n \in \mathbb{N}^N\}$ is an orthonormal basis for $\mathcal{S}^{(-m)}(\mathbb{R}^N; \mathbb{R})$.

In view of the preceding preparations, it should be clear how to go about constructing an abstract Wiener space for $L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})$. Indeed, define $A : \mathcal{S}^{(-N-1)}(\mathbb{R}^N; \mathbb{R}) \rightarrow \mathcal{S}^{(-N-1)}(\mathbb{R}^N; \mathbb{R})$ by

$$Au = \sum_{n \in \mathbb{N}^N} \lambda_n^{N+1} (h_n^{(-N-1)}, u)_{\mathcal{S}^{(-N-1)}(\mathbb{R}^N; \mathbb{R})} \tilde{h}_n.$$  

Then

$$\sum_{n \in \mathbb{N}^N} (h_n^{(-N-1)}, Ah_n^{(-N-1)})_{\mathcal{S}^{(-N-1)}(\mathbb{R}^N; \mathbb{R})} = \sum_{\ell=0}^{\infty} \lambda_n^{N-1} \text{card}\{n : \|n\|_1 = \ell\}$$

$$\leq \left(\frac{2}{N}\right)^{N+1} + \sum_{\ell=1}^{\infty} (\ell + \frac{N}{2})^{-N-2} \text{card}\{n : \|n\|_1 \leq \ell\}$$

$$\leq \left(\frac{2}{N}\right)^{N+1} + \sum_{\ell=1}^{\infty} \frac{N(\ell + 1)^N}{(\ell + \frac{N}{2})^{N+2}} < \infty.$$  

3.5. EUCLIDEAN FREE FIELDS IN HIGHER DIMENSIONS

Hence, by Theorem 3.1.7, there is a centered Gaussian measure

\[ \mathcal{W}_{LN} \in M_1(\mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R})) \]

for which \((v, Au)_{\mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R})}\) is the covariance function. Next, for a given \(u \in \mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R})\), set \(f_u = Au\), and check that \((g, u)_{\mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R})} = (g, f_u)_{L^2(\mathbb{R}^N)}\) for \(g \in L^2(\mathbb{R}^N)\) and \(\|f_u\|_{L^2(\mathbb{R}^N)}^2 = (u, Au)_{\mathcal{S}(-N-1)}\). Therefore \((L^2(\mathbb{R}^N), \mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R}), \mathcal{W}_{LN})\) is an abstract Wiener space.

The analog of Brownian motion here is the Brownian sheet. To describe it, for \(t = (t_1, \ldots, t_N) \in \mathbb{R}^N\) define

\[ \Phi_t(x) = \prod_{j=1}^{N} (1_{[0, t_j]}(x_j) - 1_{[0, t_j - \delta]}(x_j)) \text{ for } x = (x_1, \ldots, x_N) \in \mathbb{R}^N, \]

and set \(B(t) = \mathcal{I}(\Phi_t)\). Then \(\{B(t) : t \in \mathbb{R}^N\}\) is a centered Gaussian family under \(\mathcal{W}_{LN}\) with covariance function

\[ \mathbb{E}^{\mathcal{W}_{LN}}[B(s)B(t)] = \begin{cases} \prod_{j=1}^{N} |s_j| \wedge |t_j| & \text{if } s_j \leq t_j \text{ for all } 1 \leq j \leq N \\ 0 & \text{otherwise.} \end{cases} \]

As a consequence, one finds that \(B(t) - B(s)\) is independent of \(B(s)\) if \(s_j \leq t_j\) for all \(1 \leq j \leq N\) and that there is a \(C < \infty\) such that

\[ \mathbb{E}^{\mathcal{W}_{LN}}[(B(t) - B(s))^2] \leq CT^{N-1}|t - s| \text{ for } T \geq 1 \text{ and } s, t \in [-T, T]^N. \]

Hence, by Corollary 2.5.5, there is a version of \(\{B(t) : t \in \mathbb{R}^N\}\) which is Hölder continuous of every order less than \(\frac{1}{2}\). Finally, by essentially the same argument as we used when \(N = 1\), one can show that

\[ \frac{\partial^N B(t, u)}{\partial t_1 \cdots \partial t_N} = u \text{ for } \mathcal{W}_{LN}-\text{almost every } u \in \mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R}). \]

We now turn to the construction of a free field on \(\mathbb{R}^N\). That is, we want to construct an abstract Wiener space for the Hilbert space \(H^1(\mathbb{R}^N; \mathbb{R})\) of functions \(h \in L^2(\mathbb{R}^N; \mathbb{R})\) having first derivatives (in the sense of distributions) that are also in \(L^2(\mathbb{R}^N; \mathbb{R})\). Equivalently, \(H^1(\mathbb{R}^N; \mathbb{R})\) is the completion of \(\mathcal{S}(\mathbb{R}^N; \mathbb{R})\) with respect to the Hilbert norm associated to the inner product

\[ (g, h)_{H^1(\mathbb{R}^N; \mathbb{R})} = (g, h)_{L^2(\mathbb{R}^N; \mathbb{R})} + (\nabla g, \nabla h)_{L^2(\mathbb{R}^N; \mathbb{R})}. \]

Apart from notation, the procedure is the same as we used when \(N = 1\). Set \(L = 1 - \Delta\), and observe that \((g, h)_{H^1(\mathbb{R}^N; \mathbb{R})} = (g, Lh)_{L^2(\mathbb{R}^N; \mathbb{R})}\) when \(h\) has two derivatives in \(L^2(\mathbb{R}^N; \mathbb{R})\). Hence, the covariance for the associated Wiener measure \(\mathcal{W}_{F,N}\) should be \((g, L^{-1}h)_{L^2(\mathbb{R}^N; \mathbb{R})}\), and so we take \(\mathcal{W}_{F,N} = (L^{-\frac{1}{2}})_* \mathcal{W}_{LN}\). To define \(L^\alpha\), we again use a Fourier representation. Namely, note that, for \(\varphi \in \mathcal{S}(\mathbb{R}^N; \mathbb{R})\),

\[ \hat{L^\alpha \varphi}(\xi) = \frac{1 + |\xi|^2}{2} \hat{\varphi}(\xi), \]

and therefore \(L^\alpha\) must be the operator determined by

\[ \widehat{L^\alpha \varphi}(\xi) = (1 + |\xi|^2)^\alpha \hat{\varphi}(\xi). \]

Being self-adjoint, these operators extend to \(\mathcal{S}^*(\mathbb{R}^N; \mathbb{R})\) by taking \((\varphi, L^\alpha u) = \langle L^\alpha \varphi, u \rangle\).

At this point the argument is exactly the same as it was for \(N = 1\). One first checks that

\[ \int (u, L^{-\frac{1}{2}}v)_{\mathcal{S}(-N-1)(\mathbb{R}^N; \mathbb{R})} \mathcal{W}_{LN}(dv) = \|L^{-\frac{1}{2}}f_u\|^2_{L^2(\mathbb{R}^N; \mathbb{R})} = (f_u, L^{-1}f_u)_{L^2(\mathbb{R}^N; \mathbb{R})} \]
and that
\[(g, u)_{\mathcal{S}^{(N-1)}(\mathbb{R}^N; \mathbb{R})} = (g, f_u)_{L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})} = (g, h_u)_{H^1(\mathbb{R}; \mathbb{R})}\]
where \(h_u = L^{-1}f_u\).

Since \(\|h_u\|_{H^1(\mathbb{R}; \mathbb{R})}^2 = (f_u, L^{-1}f_u)_{L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})}\), it follows that \((H^1(\mathbb{R}; \mathbb{R}), \mathcal{S}^{(N-1)}(\mathbb{R}^N; \mathbb{R}), \mathcal{W}_{FN})\) is an abstract Wiener space.

One should now ask whether there is an associated Ornstein–Uhlenbeck process when \(N = 1\), we produced it using Paley–Wiener integration, which was possible because the Greens function there was \(k(t - \tau) = \frac{1}{2}e^{-|t-\tau|}\) and, for each \(t \in \mathbb{R}, \tau \sim e^{-|t-\tau|}\) is an element of \(H^1(\mathbb{R}; \mathbb{R})\). Although in higher dimensions there still is a Greens function \(k(y - x)\) for \(L\), it is not true that \(k(\cdot - y) \in H^1(\mathbb{R}^N; \mathbb{R})\) if \(N \geq 2\). To see what goes wrong, introduce the heat kernel
\[g_t(y - x) = (4\pi)^{-\frac{N}{2}} \exp \left(\frac{-|y-x|^2}{4t}\right)\]
For \(f \in L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})\),
\[\partial_t \int f(y)g_t(y - x) \, dy = \Delta_x f \int f(y)g_t(y - x) \, dy \text{ and } \lim_{t \searrow 0} \left\|\int f(y)g_t(\cdot - y) \, dy - f\right\|_{L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})} = 0.\]
Hence, if
\[k(y - x) = \int_0^\infty e^{-t}g_t(x, y) \, dt,\]
then it is easy that check that \(L \int k(x - y) f(y) \, dy = f\). Because
\[\int_0^\infty t^{-\frac{1}{2}}e^{-\frac{a^2}{4t}}e^{-\frac{b^2}{4t}} \, dt = \left(\frac{2\pi}{a}\right)^{\frac{3}{2}}e^{-ab}\]
\(k(y - x) = \frac{1}{2}e^{-|x-y|}\) when \(N = 1\). More generally, when \(N\) is odd, one can obtain elementary expressions for \(k\) by differentiating the preceding \(\frac{N-1}{4}\) times with respect to \(b\), but Bessel functions are required when \(N\) is even. Be that as it may, when \(N \geq 2\) and \(|y - x| < 1\),
\[(4\pi)^{\frac{N}{2}} k(y - x) \geq e^{-\frac{1}{4i} \int_{|y-x|^2}^1 t^{-\frac{N}{2}} \, dt} = 2e^{-\frac{1}{4\pi} \left(1 - \frac{1}{N-2}(|y-x|^{2-N} - 1)\right)} \quad \text{if } N = 2,\]
and
\[(4\pi)^{\frac{N}{2}} |\nabla_x k(y - x)| \geq \frac{|y-x|}{e^\frac{1}{4}} \int_{|y-x|^2}^1 t^{-\frac{N+2}{2}} \, dt = \frac{2}{N e^\frac{1}{4}} (|y-x|^{1-N} - 1).\]
Therefore, when \(N = 2\), although \(k(\cdot - y) \in L^2(\mathbb{R}^2; \mathbb{R})\), \(\nabla k(\cdot - y) \notin L^2(\mathbb{R}^2; \mathbb{R}^2)\); and, when \(N \geq 3\), \(k(\cdot, y) \notin L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})\) and \(\nabla k(\cdot - y) \notin L^2(\lambda_{\mathbb{R}^N}; \mathbb{R}^N)\). As a consequence, when \(N \geq 2\), the Paley–Wiener integral of \(k(\cdot - y)\) does not exist. Nonetheless, if \(f \in L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})\), then \(L^{-1}f(x) = k \ast f \in H^1(\mathbb{R}^N; \mathbb{R})\), and so \(I(L^{-1}f)\) exists and is a centered Gaussian random variable whose variance is \((f, L^{-1}f)\). Thus, \(\{I(L^{-1}f) : f \in L^2(\lambda_{\mathbb{R}^N}; \mathbb{R})\}\) is a centered Gaussian family with covariance \((g, L^{-1}f)\), and it is in this sense that it is the multidimensional analog of the Ornstein–Uhlenbeck process.
3.5.1. Is There any Physics Here? There are many reasons why the answer is a resounding NO. Physicists want non-trivial quantum fields, and all we have done is produce Euclidean fields, and not even particularly interesting ones.

Feynman’s path-integral formalism provides a way of understanding why we have not been doing physics. If Feynman were asked to describe the measure $W$ in an abstract Wiener space $(H, B, W)$, he would say it is the measure given by

\begin{equation}
W(dh) = \frac{1}{Z} \exp \left( -\frac{\|h\|_H^2}{2} \right) \lambda_H(dh),
\end{equation}

where $\lambda_H$ is Lebesgue measure (i.e., translation invariant measure) on $H$ and $Z$ is a normalizing constant. Of course, unless $H$ is finite dimensional, from a mathematical standpoint, (3.5.1) is irreparably flawed: there is no non-trivial Lebesgue measure on an infinite dimension Hilbert space, and, as we have seen, the measure $W$ lives on the Banach space $B$ and does not even see $H$. Nonetheless, in the unlikely event that you are as smart as Feynman, you can make accurate predictions based on expressions like (3.5.1), and so I will pretend in the following that I am smart enough.

The Feynman representation of measure $W_{F4}$ in $\left(H^1(\mathbb{R}^4; \mathbb{R}), \mathcal{G}^{(-5)}(\mathbb{R}^4; \mathbb{R}), W_{F4}\right)$ is

\begin{equation}
W_{FN}(dh) = \frac{1}{Z} \exp \left( -\frac{\|h\|_{L^2(\mathbb{R}^4; \mathbb{R})}^2 + \|\nabla h\|_{L^2(\mathbb{R}^4; \mathbb{R}^4)}^2}{2} \right) \lambda_{H^1(\mathbb{R}^4; \mathbb{R})}(dh).
\end{equation}

Although we have given a mathematically satisfactory description of $W_{F4}$, that is only the first step in producing a physically satisfactory quantum field. A basic physical requirement is that a quantum field be invariant under Lorentz transformations (i.e., ones that preserve the quadratic form $-x_1^2 + \sum_{j=2}^4 x_j^2$) of coordinates, whereas $W_{F4}$ is invariant under Euclidean (i.e., ones that preserve $|x|^2$) transformations of coordinates. The obvious way to convert a Euclidean invariant field into Lorentz invariant one is to replace $x_1$ by $ix_1$, a step that is easier to describe than it is to carry out.

Besides the issue raised in the preceding paragraph, there is another serious problem to be confronted even in the Euclidean setting. The problem is that the free field is a Euclidean model of a system of free particles, particles which do not interact. The simplest Euclidean model of interacting particles would be one in which the density $\exp \left( -\frac{\|h\|_{H^1(\mathbb{R}; \mathbb{R})}^2}{2} \right)$ is replaced by

\[
\exp \left( -\frac{\|h\|_{H^1(\mathbb{R}; \mathbb{R})}^2 + \|h\|_{L^4(\mathbb{R}; \mathbb{R})}^4}{2} \right),
\]

and the problem is that, although this would make perfectly good sense if $W_{F4}$ lived on $H^1(\mathbb{R}^4; \mathbb{R})$, no naïve interpretation is available when one takes into account of the fact that $W_{F4}$ lives on a space of distributions. Indeed, one knows how to apply lots of linear operations to distributions, but one doesn’t know how to apply non-linear ones to them. Nelson was able to handle this problem for a two dimensional Euclidean field and showed that it could be transformed into a Lorentz invariant field. Using different techniques, in a sequence of articles J. Glimm and A. Jaffe carried out the same program for three dimensional fields. Seeing as the book that they subsequently wrote is 535 pages long, I think that I can be forgiven, maybe even thanked, for not attempting to summarize their work here. As far as I know, to date, nobody has succeeded in constructing a non-trivial four dimensional quantum field, and there are results that indicate that nobody ever will.
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