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Here is a reading of a small part of Fred Cohen’s thesis [1], in the
special case when p = 2 and n = 1, so we are speaking of the structure
of H∗(Ω

2X; F2).

We work over the field F2. An Lie algebra is a vector space V together
with a symmetric bilinear operation [−,−] which satisfies the Jacobi
law

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 .

A restriction on V is a function ξ : V → V such that

[ξ(x), y] = [x, [x, y]] and ξ(x + y) = ξ(x) + [x, y] + ξ(y) .

Note that by taking x = y = 0 we find ξ(0) = 0, and taking x = y
we find that [x, x] = 0. One should think of ξ(x) as half of [x, x]. A
restricted Lie algebra is a Lie algebra together with a restriction.

The addition formula for ξ extends to

ξ

(
n∑

i=1

xi

)
=

n∑
i=1

ξ(xi) +
∑
i<j

[xi, xj].

Often one has a grading on V for which the bracket has some degree
n, so |[x, y]| = |x|+ |y|+ n, and then |ξ(x)| = 2|x|+ n. We’ll call n the
degree of the (restricted) Lie algebra.

A restricted Poisson algebra is a commutative algebra together with
the structure of a restricted Lie algebra, which satisfies also

[x, yz] = y[x, z] + z[x, y] and ξ(xy) = x2ξ(y) + x[x, y]y + ξ(x)y2 .

Note that [x, y2] = 0, so in particular [x, 1] = 0, and that ξ(x2) =
0, so in particular ξ(1) = 0. Again there may be a degree n; but
the commutative product is always assumed to have degree 0. The
structure is then called a restricted Gerstenhaber algebra of degree n.
We will take n = 1.

The forgetful functor from restricted Gerstenhaber algebras to re-
stricted Lie algebras has a left adjoint S. I claim that S covers the
symmetric algebra functor from vector spaces to commutative alge-
bras. The essential point is that if V is a restricted Lie algebra, then
there is a unique restricted Lie algebra structure on the symmetric
algebra on V which extends the restricted Lie algebra structure on
V and which, with the given commutative algebra structure, forms
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a restricted Gerstenhaber algebra. Uniqueness is clear from the Ger-
stenhaber relations. For existence, note first that for any x ∈ V the
linear map [x,−] : V → V → SV extends uniquely to a deriva-
tion [x,−] : SV → SV . Then for any s ∈ SV , the linear map
[−, s] : V → SV extends uniquely to a derivation [−, s] : SV → SV .
This is the bracket on SV . Simple uniqueness arguments must lead to
symmetry and the Jacobi law. The restriction takes a little more care.

Let L be the left adjoint to the forgetful functor from restricted Lie
algebras to vector spaces, so that SL is left adjoint to the forgetful
functor from restricted Gerstenhaber algebras to vector spaces.

Theorem. Let C2 be the triple on pointed spaces associated to the
little squares operad. The homology of a C2-space is naturally a
restricted Gerstenhaber algebra, and the natural map SLH̄∗(X) →
SLH̄∗(C2X) → H∗(C2X) is an isomorphism.

For example take X = Sn. Let H̄n(Sn) = 〈xn〉. Then

L〈xn〉 = 〈xn, x2n+1, x4n+3, . . .〉
with ξ sending one generator to the next and with trivial bracket; so

SL〈xn〉 = F2[xn, x2n+1, x4n+3, . . .],

which is indeed the homology of Ω2Sn+2 assuming n > 0. The bracket
is trivial, so the restriction is linear, and we have for example

ξ(xnx2n+1) = x2
nx4n+3 + x3

2n+1 .

Lemma. The coproduct of two restricted Gerstenhaber algebras (of
given degree) V , W , has as its underlying vector space V ⊗ W , and
structure maps determined by

(v ⊗ w)(x⊗ y) = vx⊗ wy ,

[v ⊗ w, x⊗ y] = vx⊗ [w, y] + [v, x]⊗ wy ,

ξ(v ⊗ w) = ξ(v)⊗ w2 + v2 ⊗ ξ(w) .

The proof is a straightforward and entertaining calculation. One
uses the Poisson relation to check the Jacobi identity in V ⊗ W . The
function ξ has to be extended to decomposable tensors using the ad-
dition formula, and then one must check that it is well-defined. For
example, using [v, v] = 0,

ξ(v ⊗ (w1 + w2)) = ξ(v)⊗ (w2
1 + w2

2) + v2 ⊗ ξ(w1 + w2)

= ξ(v)⊗ w2
1 + ξ(v)⊗ w2

2 + v2 ⊗ ξ(w1) + v2 ⊗ [w1, w2] + v2 ⊗ ξ(w2)

= ξ(v)⊗w2
1+v2⊗ξ(w1)+[v, v]⊗w1w2+v2⊗[w1, w2]+ξ(v)⊗w2

2+v2⊗ξ(w2)

= ξ(v ⊗ w1) + [v ⊗ w1, v ⊗ w2] + ξ(v ⊗ w2) = ξ(v ⊗ w1 + v ⊗ w2).
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This lemma lets us discuss commutative coalgebras in the category of
restricted Gerstenhaber algebras: call these Gerstenhaber bialgebras.
The diagonal map ∆ : V → V ⊗ V must be a ring-homomorphism and
satisfy

∆[v, w] =
∑

(v′w′ ⊗ [v′′, w′′] + [v′, w′]⊗ v′′w′′) ,

∆ξ(x) =
∑(

ξ(x′)⊗ x′′2 + x′2 ⊗ ξ(x′′)
)

+
∑
i<j

(
x′

ix
′
j ⊗ [x′′

i , x
′′
j ] + [x′

i, x
′
j]⊗ x′′

i x
′′
j

)
,

and the augmentation must be a ring-homomorphism and satisfy

ε[v, w] = 0 , εξ(x) = 0 .

The natural vector space map V ⊗ W → SLV ⊗ SLW extends
uniquely to a restricted Gerstenhaber algebra map SL(V ⊗ W ) →
SLV⊗SLW . Thus a commutative coalgebra structure on V determines
a Gerstenhaber bialgebra structure on SLV . The map SLH∗(X) →
H∗(C2X) is an isomorphism of Gerstenhaber bialgebras.

Finally, we have the right action of the Steenrod algebra on homol-
ogy. On a restricted Gerstenhaber algebra, the action is required to
satisfy:

(xy)Sqk =
∑

i+j=k

(xSqi)(ySqj) ,

[x, y]Sqk =
∑

i+j=k

[xSqi, ySqj] ,

(ξx)Sq2r = ξ(xSqr) +
r−1∑
i=0

[xSqi, xSq2r−i] ,

(ξx)Sq2r+1 = |x|(xSqr)2 +
r∑

i=0

[xSqi, xSq2r+1−i] .
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